Welcome to V-VSS 2021

Over the past months, you — our community of vision scientists — have overcome the significant challenges presented by
the pandemic and contributed the research and ideas that will allow us to experience the scientific excitement and
camaraderie that are the hallmarks of our annual meeting. Thanks to the work of the Board of Directors, Meeting

Perfect, the Student-Postdoc Committee, and many others, we have created a meeting that will enhance scientific
communication and exchanges, while providing opportunities to interact with vision researchers all over the globe, and at
all professional levels.

Innovations for V-VSS 2021 include improved accessibility by captioning oral presentations, and 'live' poster sessions
with video walk-throughs available throughout the meeting. We are hosting our first "Just-in-Time" poster session for
undergraduate presenters and encourage all attendees to visit and see what these young scientists have accomplished.
We are keeping the tradition of our Public Lecture, virtually, with outreach focused on the communities surrounding our
conference home to preserve and develop our networking in this region.

The meeting will be hosted through "Gather.Town", a fun virtual venue that will give you the opportunity to experience
each session live, hold impromptu meetings, chat with friends in the courtyard, have a beverage at the tiki hut and hang
out on the beach (complete with the sound of surf and dolphins). This important aspect of the meeting would not be
possible without the dedication and creativity of our GT crew: Matt Boring, Kate Bonnen, Stacey Aston and Brendan
Ritchie.

Thank you for coming to the meeting, and for sharing your science, your ideas and your continuing friendship. See you
soon!

Sincerely,
Laurie Wilcox, VSS President
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Schedule of Events

All times shown in EDT timezone (America/New_York).

Friday, May 21 =

8:00 - 10:00 am
8:00 - 10:00 am
10:00 - 10:30 am

10:30 - 10:35 am

10:30 - 11:45 am

10:30 am - 12:00
pm

12:00 - 12:30 pm
12:30 - 2:00 pm
12:30 - 2:00 pm
2:00 - 2:30 pm

2:00 - 3:30 pm

2:30 - 4:30 pm

2:30 - 4:30 pm

4:00 - 5:00 pm

5:00 - 7:00 pm

7:30 - 8:00 pm
8:00 - 9:00 pm

8:00 - 10:00 pm

Saturday, May 22 =

8:00 - 9:00 am

V-VSS 2021 Program

Symposium - Early Processing of Foveal Vision ¢ Join Zoom
Symposium - Wait for it: 20 years of temporal orienting * Join Zoom
Coffee Break ¢ Go to Gather.Town
President's Welcome
A brief video Welcome by Laurie Wilcox, VSS President, will be played at the
beginning of Visual Search and Plasticity and Learning talk sessions.

Visual Search ¢ Join Zoom

Plasticity and Learning ¢ Join Zoom

Coffee Break ¢ Go to Gather.Town

Attention: Models and mechanisms ¢ Join Zoom
3D Perception and Stereopsis ¢ Join Zoom
Coffee Break ¢ Go to Gather.Town

Mentoring Envisioned ¢ Join Zoom
V-VSS Satellite, Organized by members of FoVea, Visibility and SPARK

Symposium - What we learn about the visual system by studying non-
human primates: Past, present and future ¢ Join Zoom

Symposium - What has the past 20 years of neuroimaging taught us about
human vision and where do we go from here? ¢ Join Zoom

Run MATLAB/Psychtoolbox Experiments Online with Pack & Go
* Join Zoom

V-VSS Satellite, Organized by VPixx Technology Inc.

Conversations on Open Science ¢ Join Zoom
Organized by Student Postdoc Advisory Committee

Coffee Break ¢ Go to Gather.Town
Meet the Professors ¢ Join Zoom

Canadian Vision Science Social * Join Zoom
V-VSS Satellite, Hosted by Vision: Science to Applications (VISTA)

An introduction to TELLab - The Experiential Learning LABoratory, a web-
based platform for educators ¢ Join Zoom

V-VSS Satellite, Organized by Jeff Mulligan and Jeremy Wilmer

Talk Room 1
Talk Room 2

Gather.Town

Talk Room 1-2

Talk Room 1

Talk Room 2

Gather.Town
Talk Room 1
Talk Room 2
Gather.Town

Sea Turtle

Talk Room 1

Talk Room 2

Palm

Talk Room 1

Gather.Town
Sandpiper

Sawgrass

Sea Turtle


https://zoom.us/j/94064915652?pwd=bU5sR3pwY1hDRDlEZE1xVUpvRUhNQT09
https://zoom.us/j/94662664009?pwd=a2ROemtSRVZVUVFwK2pBemJMWUlOQT09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/96965540613?pwd=R0xOTTB6Mmw0VTFQK2FyUlM3MkRoUT09
https://zoom.us/j/95964097494?pwd=d3NRRmVwRUxDcHQyTXlqdnU3Uk5nUT09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/92771260083?pwd=R0xOTTB6Mmw0VTFQK2FyUlM3MkRoUT09
https://zoom.us/j/92254406579?pwd=alpoVEtQalpDUno4T2RmdG5GNy9QZz09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://uwmadison.zoom.us/meeting/register/tJclfuiopjgoE9HBbjmkz-Nhc7nUAMfNJMtB
https://zoom.us/j/91584892625?pwd=eEdoTThZSXRXNm1VaHF4d1lLN2xhZz09
https://zoom.us/j/91276086634?pwd=NlpPcGxTNC9ySU9xN0U4cVAxdVliZz09
https://zoom.us/meeting/register/tJMsd--opzMoGNMVdiGBDoXQljUPQvLHaJCI
https://zoom.us/j/95519744966?pwd=M2hDdjg4MEpWaDAxYXNiUStDNHpIdz09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/97164252848?pwd=ZkJlMUg4QUlkWk1kNEZ4SkU2SUFQQT09
https://yorku.zoom.us/j/92008941781
https://wellesley.zoom.us/j/99587628092

8:00 - 10:00 am

8:00 - 10:00 am

8:00 - 10:00 am

8:00 - 10:00 am

9:15-10:15 am

10:00 - 10:30 am

Poster Session A * Go to Gather.Town
Visual Memory: Working, long-term 1
Visual Memory: Encoding

Temporal Processing

Poster Session A ¢ Go to Gather.Town

Eye Movements: Cognition, neural mechanisms
Scene Perception: Neural mechanisms

Object Recognition: Features and parts

Poster Session A ¢ Go to Gather.Town
Perceptual Organization 1

Visual Search: Categories, cues

Binocular Vision: Rivalry and competition

Poster Session A ¢ Go to Gather.Town

Face Perception: Individual differences 1

Perception and Action: Decision making, models, neural mechanisms
Perception and Action: Action and body perception 1

Measuring and Maximizing Eye Tracking Data Quality with EyeLinks

¢ Join Zoom
V-VSS Satellite, Organized by SR Research Ltd.

Coffee Break ¢ Go to Gather.Town

Osprey

Manatee

Dolphin

Egret

Palm

Gather.Town

10:30 am - 12:00 Attention: Features, objects, salience * Join Zoom Talk Room 1
pm

10:30 am - 12:00 Face Perception: Models and mechanisms ¢ Join Zoom Talk Room 2
pm

12:00 - 12:30 pm New Tools for Conducting Eye Tracking Research ¢ Join Zoom Palm

V-VSS Satellite, Organized by Eyeware

12:00 - 1:00 pm Coffee Break ¢ Go to Gather.Town Gather.Town
12:00 - 1:00 pm US Funding Workshop ¢ Join Zoom Sea Turtle
1:00 - 2:00 pm Keynote Lecture: Suzana Herculano-Houzel ¢ Join Zoom Talk Room 1-2
2:00 - 2:30 pm Coffee Break ¢ Go to Gather.Town Gather.Town
2:30 - 4:00 pm Spatial Vision ¢ Join Zoom Talk Room 1
2:30 - 4:00 pm Development ¢ Join Zoom Talk Room 2
4:00 - 4:30 pm Coffee Break ¢ Go to Gather.Town Gather.Town
4:30 - 5:30 pm 2020 Awards Session ¢ Join Zoom Talk Room 1-2
5:30 - 6:00 pm Coffee Break ¢ Go to Gather.Town Gather.Town
8:00 - 10:00 pm Attention, Search, Memory, Crowding ¢ Join Zoom Talk Room 1

10:00 - 10:30 pm Coffee Break ¢ Go to Gather.Town Gather.Town

Sunday, May 23 =~

8:00 - 9:00 am Run MATLAB/Psychtoolbox Experiments Online with Pack & Go Sea Turtle
¢ Join Zoom

V-VSS Satellite, Organized by VPixx Technology Inc.
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https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/97160154098?pwd=VzBMbldmeWdoc0lqYnZZbXMrQ2M3dz09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/91828724727?pwd=bFFnakt2NkJqWU5jZkYxZk9rZnVadz09
https://zoom.us/j/91324332956?pwd=UVhCV0VFQUkxZEY1VDkwR3RNeE1TQT09
https://meet.google.com/gvu-xyxo-ymi
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/92069338985?pwd=bGN1eUh6S21oYlZSUXh0ZmtnSnpEZz09
https://zoom.us/j/93451899343?pwd=a0t0aHVrSVFSUjFacm9zN01rUndhZz09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/91740985745?pwd=aUlQUlBObmpuRnpVNXZ3MUNpTDlrdz09
https://zoom.us/j/99280610936?pwd=c1JoOUIrM1V2emN2NHUyYUNNUlA3QT09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/92322245029?pwd=ZWN6VGxsOENCaXhRUkU4V1FLbXJaQT09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/93611984327?pwd=bEM4eHNOMjNhb1VZU0dHaGU2K2wvZz09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/meeting/register/tJUlceGvpzkqHdE5W6de8zb6Q-dVR-dgwa90

10:00 - 10:30 am

Coffee Break ¢ Go to Gather.Town

Gather.Town

12:00 - 12:30 pm

Coffee Break ¢ Go to Gather.Town

Gather.Town

2:00 - 2:30 pm

3:30 - 4:00 pm

Coffee Break * Go to Gather.Town

Coffee Break * Go to Gather.Town

Gather.Town

Gather.Town
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https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://test.visionsciences.org/program_pdf.php?p=poster_sessions&s=B&t=488
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://test.visionsciences.org/program_pdf.php?p=poster_sessions&s=B&t=416
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/95683556311?pwd=M2NraWtsd2lpWU41QS9HTjZtUDZvZz09
https://zoom.us/j/95403159374?pwd=QkNJaXlhNWZLL0psTTZYYklDZEIvUT09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/91028039345?pwd=eW1OQnFEZDV0M0RRSHBzN0pQSTdCdz09
https://zoom.us/j/97233163545?pwd=c3lUSFlzUWxPMUhQOU5mRHNkSGxNUT09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/91090253272?pwd=cG5OS1BjWG15T0xCQlBiY1VDTm0ydz09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://yorku.zoom.us/j/94429608635?pwd=V1UreTR6dWlSK2ZvK1JueTFMNEJJUT09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021

6:00 - 6:30 pm

6:00 - 7:00 pm

8:00 - 10:00 pm

8:00 - 10:00 pm

8:00 - 10:00 pm

8:00 - 10:00 pm

10:00 - 10:30 pm

Monday, May 24 =~

8:45 - 10:45 am

9:00 - 9:30 am

9:00 - 9:30 am

9:30 - 11:30 am

9:30 - 11:30 am

11:00 am - 12:00
pm

11:30 am - 12:00
pm

12:00 - 1:30 pm
12:00 - 1:30 pm
2:00 - 3:00 pm
3:00 - 3:30 pm

3:00 - 4:00 pm

3:30 - 5:30 pm

3:30 - 5:30 pm

V-VSS 2021 Program

Coffee Break ¢ Go to Gather.Town

An introduction to TELLab - The Experiential Learning LABoratory, a web-
based platform for educators ¢ Join Zoom
V-VSS Satellite, Organized by Jeff Mulligan and Jeremy Wilmer

Just-In-Time Poster Session A * Go to Gather.Town
Undergraduate Just-In-Time Posters 1

Poster Session D ¢ Go to Gather.Town

Face Perception 1
Multisensory Processing 1

Poster Session D ¢ Go to Gather.Town
Color, Light and Material
Eye movements

Poster Session D ¢ Go to Gather.Town

Motion Perception 1
Spatial and Temporal Vision

Coffee Break * Go to Gather.Town

Reunion: Visual Neuroscience From Spikes to Awareness ¢ Join Zoom
V-VSS Satellite, Organized by Arash Akbarinia

Coffee Break ¢ Go to Gather.Town

New Tools for Conducting Eye Tracking Research ¢ Join Zoom
V-VSS Satellite, Organized by Eyeware

Symposium - Feedforward & Recurrent Streams in Visual Perception
* Join Zoom

Symposium - What's new in visual development? ¢ Join Zoom

Visibility: A Gathering of LGBTQ+ Vision Scientists and Friends ¢ Join Zoom
V-VSS Satellite, Organized by Alex White and Michael Grubb

Coffee Break * Go to Gather.Town

Color, Texture and Material * Join Zoom

Scene Perception ¢ Join Zoom

VSS Business Meeting ¢ Join Zoom

Coffee Break ¢ Go to Gather.Town

Measuring and Maximizing Eye Tracking Data Quality with EyeLinks
* Join Zoom
V-VSS Satellite, Organized by SR Research Ltd.

Poster Session E ¢ Go to Gather.Town

Visual Memory: Working, long-term 2

Perception and Action: Action and body perception 2

Poster Session E ¢ Go to Gather.Town
Perceptual Organization 2

Gather.Town

Sea Turtle

Flamingo

Osprey

Manatee

Dolphin

Gather.Town

Palm

Gather.Town

Sea Turtle

Talk Room 1

Talk Room 2

Sawgrass

Gather.Town

Talk Room 1
Talk Room 2
Talk Room 1
Gather.Town

Sea Turtle

Osprey

Manatee


https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://test.visionsciences.org/program_pdf.php?p=601
https://wellesley.zoom.us/j/99587628092
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/94139997613?pwd=V3YrNkxPMGRDYkIzalpqTFBDeGRRdz09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://meet.google.com/mte-vmty-xqy
https://zoom.us/j/96895768592?pwd=YkFFUlUrZjJXNGNGc1REV2M1YkgvQT09
https://zoom.us/j/99594083350?pwd=R2N1aUl1TldpMXowNXlrS21BVytaZz09
https://columbiauniversity.zoom.us/j/94571341677?pwd=Y0FsSW5hWHVkVHpVd1BnbjdERHQ3Zz09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/93449863702?pwd=azkrVm5DaUkxVmkxanUyeTVORHc0Zz09
https://zoom.us/j/99299945692?pwd=LzFlT1JZTUl4YjArM2UvZngvR2pFZz09
https://zoom.us/j/97664542457?pwd=MDRyUm5Ic0pHWmZDc2N6b1hpTWFUQT09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/96560243892?pwd=WEpremhOL3ozNnNMWi9PSlBSZ2lFUT09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021

Perceptual Organization: Contours and shape
Motion Perception: Models and neural mechanisms

3:30 - 5:30 pm Poster Session E ¢ Go to Gather.Town Dolphin
Attention: Individual differences, spatiotemporal
Multisensory Processing 2

3:30 - 5:30 pm Poster Session E ¢ Go to Gather.Town Egret

3D Perception: Models, neural mechanisms
3D Perception: Real and virtual environments
Object Recognition: Categories 1

4:15 - 6:15 pm Teaching Vision ¢ Join Zoom Palm
V-VSS Satellite, Organized by Dirk Bernhardt-Walther

5:30 - 6:00 pm Coffee Break ¢ Go to Gather.Town Gather.Town

8:00 - 9:00 pm An introduction to TELLab 2.0 - A new-and-improved version of The Sea Turtle
Experiential Learning LABoratory, a web-based platform for educators
¢ Join Zoom

V-VSS Satellite, Organized by Jeff Mulligan and Jeremy Wilmer

8:00 - 10:00 pm Poster Session F ¢ Go to Gather.Town Osprey
Attention
Visual Search

8:00 - 10:00 pm Poster Session F ¢« Go to Gather.Town Manatee
Visual Memory
Scene Perception
Perception and Action

8:00 - 10:00 pm Poster Session F ¢ Go to Gather.Town Dolphin

Object Recognition
Binocular Vision

10:00 - 10:30 pm Coffee Break ¢ Go to Gather.Town Gather.Town
Tuesday, May 25 =~
8:00 - 10:00 am Just-In-Time Poster Session B ¢ Go to Gather.Town Flamingo

Undergraduate Just-In-Time Posters 2

8:00 - 10:00 am Poster Session G ¢ Go to Gather.Town Osprey
Attention: Individual differences, spatiotemporal, reward, social
Attention: Divided, models
Development

8:00 - 10:00 am Poster Session G ¢ Go to Gather.Town Manatee
Object Recognition: Neural mechanisms
Color, Light and Material: Surfaces and materials
Color, Light and Material: Color 2
Color, Light and Material: Cognition and preference 2

8:00 - 10:00 am Poster Session G ¢ Go to Gather.Town Dolphin

Visual Search: Spatial, temporal, memory
Decision Making

8:00 - 10:00 am Poster Session G ¢ Go to Gather.Town Egret
3D Perception: Cue combination
3D Perception: Shape
3D Perception: Stereopsis, models and mechanisms
Face Perception: Neural mechanisms
Face Perception: Models and metrics
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https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://utoronto.zoom.us/j/81848042565
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://wellesley.zoom.us/j/99587628092
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021

9:15 - 10:15 am

10:00 - 10:30 am

10:30 am - 12:00

pm

10:30 am - 12:00

pm
12:00 - 1:00 pm

12:00 - 1:00 pm

12:00 - 1:00 pm

12:00 - 1:00 pm

1:00 - 2:30 pm
1:00 - 2:30 pm
2:30 - 3:00 pm

2:30 - 4:30 pm

3:00 - 5:00 pm

3:00 - 5:00 pm

3:00 - 5:00 pm

3:00 - 5:00 pm

5:00 - 5:30 pm

5:00 - 5:30 pm

5:15 - 6:15 pm

8:00 - 10:00 pm

10:00 - 10:30 pm

Performing Eye Tracking Studies in VR ¢ Join Zoom
V-VSS Satellite, Organized by WorldViz VR

Coffee Break * Go to Gather.Town

Perceptual Organization ¢ Join Zoom

Eye Movements: Extra-retinal processes, scanpaths ¢ Join Zoom

Coffee Break * Go to Gather.Town

Virtual VPixx Hardware with the LabMaestro Simulator ¢ Join Zoom
V-VSS Satellite, Organized by VPixx Technology Inc.

Meet the Professors ¢ Join Zoom

Public Lecture ¢ Join Zoom

Roland Fleming, "Big Data and the Brain: How we Learn to See ‘Stuff’ from Lots

and Lots of Examples"
Multisensory Processing ¢ Join Zoom
Visual Memory: Capacity, models, neural and encoding ¢ Join Zoom
Coffee Break ¢ Go to Gather.Town

Reunion: Visual Neuroscience From Spikes to Awareness ¢ Join Zoom
V-VSS Satellite, Organized by Arash Akbarinia

Poster Session H ¢ Go to Gather.Town

Eye Movements: Neural mechanisms
Spatial Vision: Neural Mechanisms 1

Poster Session H ¢ Go to Gather.Town

Plasticity and Learning 2
Scene Perception: Models and statistics

Poster Session H ¢ Go to Gather.Town
Attention: Capture 1
Spatial Vision: Psychophysics 1

Poster Session H ¢ Go to Gather.Town
Perception and Action: Virtual environments 2

Perception and Action: Reaching, pointing and grasping 2

Perception and Action: Affordances

Perception and Action: Neural mechanisms 1

Coffee Break ¢ Go to Gather.Town

Peer Review of NIH NRSA Fellowship Proposals ¢ Join Zoom

Performing Eye Tracking Studies in VR ¢ Join Zoom
V-VSS Satellite, Organized by WorldViz VR

Face Perception ¢ Join Zoom

Coffee Break * Go to Gather.Town

Sea Turtle

Gather.Town

Talk Room 1

Talk Room 2

Gather.Town

Sea Turtle

Sandpiper

Zoom Room

Talk Room 1
Talk Room 2
Gather.Town

Palm

Osprey

Manatee

Dolphin

Egret

Gather.Town

Sea Turtle

Palm

Talk Room 1

Gather.Town

Wednesday, May 26
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https://attendee.gotowebinar.com/register/3798146784126790413
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/97258105250?pwd=ZURoeTVFSDY5Tkl1L3gyU0tPbGpaZz09
https://zoom.us/j/94791223496?pwd=UHovQlQ3QVA3U3RuekF3cGpMSDIzUT09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/meeting/register/tJAscOyrpjwpHdZiC4PJ4AVG4jN9s3TZi62W
https://zoom.us/j/97572682473?pwd=cnZQdTNHYmt3SHAydm95c2hocllCUT09
https://zoom.us/j/98184892598?pwd=ZUhSQkQ5djFsZUFwMjJ4NkpTNTdUdz09
https://zoom.us/j/95153843492?pwd=dTZDTExHdmhZRXpVVWNXK3h0VldkUT09
https://zoom.us/j/92894932739?pwd=eGlYeXJjaXFqcHdUZUZUaFpYQjlaZz09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/93707232313?pwd=cU5rSHhOeUdqUkt2NVFnZklvRkI3QT09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://zoom.us/j/94827579247?pwd=U09CdzRQRnVKWmFvTVBxTXQ5UTRwdz09
https://attendee.gotowebinar.com/register/3817669712593460749
https://zoom.us/j/98966393550?pwd=UmZaajhqQStONFlUWWlWOGZEckM5Zz09
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021

10:00 - 10:30 am Coffee Break * Go to Gather.Town Gather.Town

12:00 - 1:00 pm Coffee Break ¢ Go to Gather.Town Gather.Town

2:30 - 3:00 pm Coffee Break * Go to Gather.Town Gather.Town
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https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
https://gather.town/app/PXlfeRxSBUOF474X/VSS2021
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President's Welcome

Laurie Wilcox

Friday, May 21, 10:30 - 10:35 am EDT, Talk Room 1-2 Join Zoom Talk Room 1, Join Zoom
Talk Room 2

There will be a brief Welcome to V-VSS 2021 from Laurie Wilcox, the current VSS
President, at the start of the Friday talk sessions. Please join us at the start of either the
Visual Search session in Talk Room 1 or Plasticity and Learning session in Talk Room 2
for this presentation.

V-VSS 2021 Program
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Keynote Lecture

Saturday, May 22, 1:00 - 2:00 pm EDT, Talk Room 1-2 Join Zoom Webinar

The Keynote Lecture is sponsored by VPixx Technologies.

Suzana Herculano-Houzel

Associate Professor of Psychology and Associate
Director for Communications
Vanderbilt Brain Institute

Suzana Herculano-Houzel, Ph.D., is a biologist and neuroscientist at Vanderbilt
University, where she is Associate Professor in the Departments of Psychology
and Biological Sciences. Her research focuses on what different brains are
made of; what that matters in terms of cognition, energy cost, and longevity;
and how the human brain is remarkable, but not special, in its makeup. She is
the author of The Human Advantage (MIT Press, 2016), in which she tells the
story of her discoveries on how many neurons different species have—and how
the number of neurons in the cerebral cortex of humans is the largest of them
all, thanks to the calories amassed with a very early technology developed by
our ancestors: cooking. She spoke at TEDGIlobal 2013 and TEDxNashville
2018 and is an avid communicator of science to the general public.

To learn more about Professor Herculano-Houzel and her research, please visit her website.

Whatever works: Celebrating diversity in brain scaling and evolution

Animals come in many sizes and shapes, and one would be hard-pressed to say that any one is better than the other,
because all of them have passed the test of evolution: they’re here, so they have obviously been good enough. Still,
what weighs on the trade-off scale when animals and their brains vary in size? What can be said about scaling of the
visual system, in particular? What does it cost to have more neurons? Is it even necessary for larger animals to have
more neurons? This talk will tackle the old topic of scaling in a new light that celebrates diversity, rather than assume
that biology is improved through natural selection.

V-VSS 2021 Program
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2020 Awards Session

Saturday, May 22, 4:30 - 5:30 pm EDT, Talk Room 1-2 Join Zoom Webinar

Timothy Brady, Marlene Behrmann, and Ted Adelson will speak during the 2020 Awards Session.

Young Investigator Award

Timothy Brady

Assistant Professor, Department of Psychology, University of California, San Diego
Davida Teller Award

Marlene Behrmann

University Professor of Psychology and Neuroscience, Carnegie Mellon University
Ken Nakayama Medal for Excellence in Vision Science

Edward 'Ted' Adelson

John and Dorothy Wilson Professor of Vision Science, MIT

Graphics Competition Winner

Georgin Jacob

Elsevier/Vision Research Travel Awards
89 Students received a 2020 Travel Award funded by Elsevier/Vision Research.

V-VSS 2021 Program
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2020 Awards Session >

2020 Young Investigator Award
Saturday, May 22, 4:30 - 5:30 pm EDT, Talk Room 1-2 Join Zoom Webinar
The Vision Sciences Society is honored to present Timothy Brady with the 2020

-
Young Investigator Award. i VISION

d g Al RESEARCH
The Young Investigator Award is an award given to an early stage researcher who has
already made a significant contribution to our field. The award is sponsored by Elsevier, e

L . . . e e . International Travel and Young

and the awardee is invited to submit a review paper to Vision Research highlighting this Investigator Awards
contribution. sponsors V55 2020

The 2020 Young Investigator Award was sponsored by Elsevier/Vision Research.

Timothy Brady

Assistant Professor, Department of Psychology
University of California, San Diego

The 2020 Elsevier/VSS Young Investigator Award goes to Professor Timothy
Brady for his fundamental contributions to the scientific study of visual memory.
Tim Brady is an Assistant Professor at the Department of Psychology, UCSD.
After completing his undergraduate degree in Cognitive Science at Yale
University, Prof Brady did his PhD with Aude Oliva at MIT and then post-
doctoral research with George Alvarez at Harvard University.

Professor Brady uses a combination of behavioral methods, cognitive
neuroscience techniques and computational modelling to probe representations
: _ in the visual system and the processes by which visual information is encoded

::.:I I' . . iy in working memory and integrated into long-term storage. He has made

numerous surprising discoveries about the extreme fidelity and detail of visual

long-term memories for objects and scenes, and has demonstrated how statistical learning and ensemble encoding of
features facilitates the maintenance and storage of complex stimuli like natural scenes. Prof Brady's work has helped
broaden the study of working memory to include richer, more naturalistic stimuli, and repeatedly challenged long-
standing assumptions about the nature of visual representations. In a series of highly-cited studies he has shown how
remembered objects are stored as groups of distinct parts that can be independently forgotten, and that when multiple
items must be remembered, the brain computes summary statistics across the group. Prof Brady is not only a gifted and
productive experimentalist—he has also made substantial contributions to the theoretical understanding of visual
memory representations through computational modelling, as well as providing numerous useful tools for the
community.

Professor Brady will speak during the 2020 Awards session.

The nature of visual memory

In the real world, objects are discrete physical entities — your coffee mug either is or is not in your hand. As a result, both
in everyday life and in memory research, there is a tendency to use a physical metaphor to understand memory: people
tend to think of an object they are trying to remember as either in mind or not in their mind, and to say that we hold items
in mind, as we hold real objects in our hand. This metaphor serves as a core mental model used in most conceptions of
memory: all-or-none, discrete, and functioning at the level of entire objects or other discrete representations or chunks.
In this brief talk, I'll argue for a new way of thinking about memory that strongly contrasts with this common and intuitive
view. I'll show that individuated items are far from the only kind of representation people form, and that it is necessary to
consider interactions among an entire hierarchy of representations (from semantic knowledge to ensemble information,
chunks and items) to understand memory even for a single item. Next, I'll show that memory representations, even for
single items, are population-based and continuous in strength. Altogether, I'll argue that even for those interested in
cognition, analogies from neuroscience — with population codes, hierarchical representations and noisy signals — best
allow us to understand memory limits, rather than physical analogies about discrete items.
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2020 Awards Session >

2020 Davida Teller Award

Saturday, May 22, 4:30 - 5:30 pm EDT, Talk Room 1-2 Join Zoom Webinar
The Vision Sciences Society is honored to present Dr. Marlene Behrmann with the 2020 Davida Teller Award

VSS established the Davida Teller Award in 2013. Davida was an exceptional scientist, mentor and colleague, who for
many years led the field of visual development. The award is therefore given to an outstanding female vision scientist in
recognition of her exceptional, lasting contributions to the field of vision science.

Marlene Behrmann

University Professor of Psychology and Neuroscience, Carnegie Mellon
University

Marlene Behrmann received her B.A. in Speech and Hearing Therapy in 1981,
followed by her M.A. in Speech Pathology in 1984, both from the University of
Witwatersrand in Johannesburg, South Africa. She then obtained a Ph.D. in
Psychology from the University of Toronto in 1991. She was a Research
Scientist at the Rotman Research Institute in Toronto before moving to
Carnegie Mellon University in 1993, where she is currently a University
Professor of Psychology and Neuroscience. Dr. Behrmann was elected a
member of the Society for Experimental Psychologists in 2008, inducted into
the National Academy of Sciences in 2015, and into the American Academy of
Arts and Sciences in 2019. Her prior recognitions include the Presidential Early
Career in Science and Engineering and the Fred Kavli Distinguished Career
Contributions in Cognitive Neurosciences Award.

Dr. Behrmann is a trailblazer and a world leader in the field of visual cognition. Her work represents the best of cognitive
neuroscience, seamlessly blending insights gained from neuropsychology, modeling, cutting-edge functional and
structural brain imaging, and behavioral experiments. She has made major contributions across a wide range of topics,
including attention, the neural basis of autism, specialization between hemispheres in the brain, face recognition and
disorders of face recognition, visual object recognition, word recognition, and visual imagery. Dr. Behrman’s work is
characterized by her remarkable ability to examine an issue rigorously from many vantage points, and from there to
develop, test, and refine theories of how a given behavior arises from the underlying brain function. In addition, she has
an exceptional record of mentorship throughout her career in promoting and supporting students at all stages. Dr.
Behrmann embodies the characteristics that we so admired in Davida Teller, and it is with pride that the Society
recognizes her accomplishments through the Davida Teller Award.

Dr. Behrmann will speak during the 2020 Awards session.

Hemispheric organization and pattern recognition

Despite the overall similarity in structure, the two hemispheres of the human brain have somewhat different functions. A
traditional view of hemispheric organization asserts that there are independent and largely lateralized domain-specific
visual regions in ventral occipitotemporal, specialized, if not dedicated, and perhaps innate, for the recognition of distinct
classes of objects such as words and faces. In this talk, | will offer an alternative account of the organization of the
hemispheres. | will present an account of interactive and graded organization of both within- and between-hemisphere
organization. The crux of the account is that mature hemispheric organization emerges from a competitive and
collaborative dynamic in which in right-handers, during the acquisition of literacy, word recognition comes to be co-
localized with language lateralization in the left hemisphere. Consequently, face recognition is shifted, albeit not entirely,
to the right hemisphere. Behavioral and imaging data from adults and over development will provide evidence to support
this hypothesis of graded asymmetry.

Last, | will show that this pattern of organization is malleable and that, in children who have had a unilateral posterior
cortical resection, the preserved hemisphere can subserve both word and face recognition. Together, these findings
support a dynamic interactive process by which hemispheric organization emerges and unfolds with experience.

V-VSS 2021 Program 13


https://zoom.us/j/92322245029?pwd=ZWN6VGxsOENCaXhRUkU4V1FLbXJaQT09

2020 Awards Session >

2020 Ken Nakayama Medal for Excellence in Vision Science

Saturday, May 22, 4:30 - 5:30 pm EDT, Talk Room 1-2 Join Zoom Webinar

The Vision Sciences Society is honored to present Edward Adelson with the 2020 Ken Nakayama Medal for
Excellence in Vision Science.

The Ken Nakayama Medal is in honor of Professor Ken Nakayama's contributions to the Vision Sciences Society, as
well as his innovations and excellence to the domain of vision sciences.

The recipient of the Ken Nakayama Medal receives this honor for high-impact work that has made a lasting contribution
in vision science in the broadest sense. The nature of this work can be fundamental, clinical or applied.

Edward 'Ted' Adelson

John and Dorothy Wilson Professor of Vision Science, MIT

Edward 'Ted' Adelson received his B.A. in Physics & Philosophy in 1974 from
Yale University, followed by a PhD in Experimental Psychology from the
University of Michigan (1979). After a postdoctoral position at NYU he became
a research scientist at RCA labs. Ted then joined the faculty at MIT in 1987,
first in the Media Lab, before moving to the department of Brain & Cognitive
Sciences in 1994. Currently, Ted is the John and Dorothy Wilson Professor of
Vision Science at MIT, in the Department of Brain and Cognitive Sciences, and
in the Computer Science and Artificial Intelligence Laboratory (CSAIL). Ted has
received many prior awards and is a Member of the National Academy of
Sciences.

Over his career Ted has made fundamental and wide-ranging contributions to
the scientific study of vision and perception. His work is the stuff of textbooks
and perception courses, and the illusions he has discovered have inspired and beguiled researchers and the general
public alike. Indeed, Ted is able to bring visual phenomena to a highly purified state, so that his demonstrations will
remain standard references for generations to come. More generally, Ted's work bridges across the full range of vision
science, and includes seminal contributions to theory, psychophysics, computational modelling, and neurophysiology.
From low-level mechanisms of retinal adaptation, to the motion energy model, texture processing, lightness perception,
pyramid decompositions, the plenoptic function, 'things' vs 'stuff' and material perception, practically everything Ted has
done has opened new avenues of investigation and understanding in ways that have helped define the field. He is also
known as an amazing supervisor, and many of his trainees have themselves gone on to make fundamental contributions
to our understanding of vision. Ted Adelson easily meets, several times over, the Nakayama Award's criterion of having
made exceptional, lasting contributions to vision science.

Dr. Adelson will speak during the 2020 Awards session.
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2020 Awards Session >

2020 Graphics Competition Winner
Saturday, May 22, 4:30 - 5:30 pm EDT, Talk Room 1-2 Join Zoom Webinar

The Vision Sciences Society is pleased to recognize Georgin Jacob as the winner of the V-VSS 2020 Graphics
Competition for both the Program Cover and T-shirt Design.

Each year VSS solicits its membership to submit creative visual images related to the field of vision science, the Society,
or the VSS meeting. Traditionally, the winning images are featured on the program, abstracts book, signage, and t-
shirts. Due COVID's impact on the 2020 meeting, the winning graphics were not able to be fully featured.

Program Cover
Competition

This abstract portrays the research life of a
vision scientist. A monkey exploring the
tree symbolizes a researcher trying hard to
understand the complexities of the brain.
The bright spots on the tree tell what we
know about the brain, and the connected
line shows the importance of collaborating
and sharing the work. The hills and valleys
represent the ups and downs in research
life, while the horizon shows the passion
and hope that drives the research forward.
The orange and yellow background
expresses the calm and pleasing view of
"St. Pete's Beach," the venue of all VSS meetings. Twenty signifies the 20th anniversary of the remarkable journey of
VSS in connecting worldwide vision researchers.

Special thanks to my friend Vaisakh Pradeep, my colleagues at 1ISc, and the VSS
organizers for their constructive feedback on the design.

T-shirt Design Competition

Georgin also won the graphic competition for the T-shirt design. Because VSS 2020 was
a virtual event, no T-shirts were printed. Instead, Georgin's T-shirt image was
incorporated into the website banner for the virtual meeting.

About Georgin Jacob

Georgin Jacob received his B. Tech in Electronics and
Communication from RIT Kottayam, India. He then obtained his M. Tech in Signal Processing
from CET Trivandrum, India. Before joining for Ph.D., he was working as Junior Research
Fellow at NPOL, DRDO, India. Currently, he is doing Ph.D. in Electrical Communication
Engineering under the supervision of Dr. S. P. Arun at the Indian Institute of Science,
Bangalore, India. His current research aims to understand the organization of visual
representation in our brain and model the computations that lead to a decision during visual
tasks. His research interest includes visual perception, deep learning, and cognitive
neuroscience.
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2020 Awards Session >

2020 Elsevier/Vision Research Travel Awards
Saturday, May 22, 4:30 - 5:30 pm EDT, Talk Room 1-2 Join Zoom Webinar

VSS is grateful to Elsevier/Vision Research for their generous support of this year’s virtual meeting. Congratulations to
the following VSS student and postdoc members who received a V-VSS 2020 Elsevier/Vision Research Travel Award,
which allows them to present at V-VSS at no additional cost.

Aakash Agrawal, Indian Institute of Science, India

Emily J. Allen, University of Minnesota, US ' VISION
Jordi Asher, University of Essex, UK RESEARCH
Celine Aubuchon, Brown University, US e
Lauren S. Aulet, Emory University, US International Travel and Young
Vladislav Ayzenberg, Emory University, US Investigator Awards

sponsors V55 2020

Carolyn Baer, University of British Columbia, Canada

Elizabeth Bennette, University of California, San Diego, US
Bruno Bianchi, University of Buenos Aires, Argentina

Sage Boettcher, University of Oxford, UK

Ann Carrigan, Macquarie University, Australia

Cristina Ceja, Northwestern University, US

Oakyoon Cha, Vanderbilt University, US

Angus Chapman, University of California San Diego, US
William Charles, Fordham University, US

Yi-Chia Chen, Harvard University, US

Andrey Chetverikov, Radboud University, Netherlands

Martin Constant, Ludwig Maximilian University of Munich, Germany
Shanna Coop, University of Rochester, US

Cristina de la Malla, Universitat de Barcelona, Spain

Madison Elliott, University of British Columbia, Canada

Serra Favila, Columbia University, US

Julie Freschl, University of Massachusetts Boston, US

Ashley Funkhouser, The University of Southern Mississippi, US
Josselin Gautier, University of California Berkeley, US

Robert Geirhos, University of Tuebingen, Germany

Erin Goddard, University of New South Wales, Australia
Amanda Golden Eddy, California State University, Fullerton, US
Lukasz Grzeczkowski, Ludwig-Maximilian University, Germany
Susan Hao, UC Berkeley, US

Christopher I. Hernandez, University of Central Florida, US
Sirawaj Itthipuripat, King Mongkut’s University of Technology Thonburi, Thailand
Oliver Jacobs, University of British Columbia, Canada

Akila Kadambi, UCLA, US

Philipp Kaniuth, Max Planck Institute, Germany

Harun Karimpur, University Giessen, Germany

Sarah Kerns, Wellesley College, US

Vladislav Khvostov, NRU Higher School of Economics, Russia
Kaleb T. Kinder, University of Tennessee — Knoxville, US

Maria Kon, Purdue University, US

Anna Kosovicheva, Northeastern University, US

Rebecca Kozak, Western University, US

Jessica Kubert, Emory University, US
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Eline R. Kupers, New York University, US

Anna Leshinskaya, UC Davis, US

Xian Li, Harvard Medical School, US

Ming-Ray Liao, Texas A&M University, US

Ying Lin, University of Rochester, US

Paul Linton, University of London, UK

Ghazaleh Mahzouni, University of California, Santa Cruz, US
Miles Martinez, Brown University, US

Ankit Maurya, S R Engineering College, India

Maruti Mishra, Harvard Medical School, US

Austin Moon, University of California, Riverside, US

Annie Morsi, University College London, UK

Matthias Nau, Kavli Institute for Systems Neuroscience, US
Karen Navarro, University of Minnesota, US

Asal Nouri, Florida Atlantic University, US

Joan Danielle K. Ongchoco, Yale University, US

Su Hyoun Park, University of Delaware, US

Ruben Pastilha, Newcastle University, UK

Karissa B. Payne, Kansas State University, US

Charisse B. Pickron, University of Minnesota, US

Ulrich Pomper, University of Vienna, Austria

Jacob S. Prince, Harvard University, US

Rebecca E. Ranson, Essex University, UK

Leeland Rogers, University of Delaware, US

Tiasha Saha Roy, Indian Institute of Science Education and Research Kolkata, India
Christine Salahub, Brock University, Canada

Marco Sama, University of Toronto Scarborough, Canada
D. Merika W. Sanders, University of Massachusetts Amherst, US
Lindsay Santacroce, University of Houston, US

Dawn Sarno, University of Central Florida, US

Svea C. Y. Schroeder, University of Muenster, Germany
Juan Sepulveda, The University of Melbourne, Australia
Sabyasachi Shivkumar, University of Rochester, US
Andrew Silva, University of Waterloo, Canada

Caitlin Sisk, University of Minnesota, US

Elena Sizikova, New York University, US

Emily Slezak, University of Chicago, US

Maverick Smith, Kansas State University, US

Mirta Stantic, University of Oxford, UK

Adam Steel, Dartmouth College, US

Vijay K. Tailor, University College London, UK

Melissa Trevino, National Cancer Institute, US

Domenico Tullo, McGill University, Canada

Jan Tunnermann, Philipps University of Marburg, Germany
Michele Winter, University of California, Berkeley, US
Sami Yousif, Yale University, US
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2021 Awards Session

Sunday, May 23, 2:30 - 3:30 pm EDT, Talk Room 1-2 Join Zoom Webinar

The 2021 Awards Session is sponsored by Facebook Reality Labs. C 12 B 1)
Martina Poletti, Marisa Carrasco, and Gerald Westheimer will speak during the 2021 Awards < O
Session.

& h

Young Investigator Award py) wn

Martina Poletti ) Q
v v

Assistant Professor, Department of Brain and Cognitive Sciences, University of Rochester o

4
Davida Teller Award /' TN

Marisa Carrasco
Julius Silver Professor of Psychology and Neural Science, New York University

Ken Nakayama Medal for Excellence in Vision Science
Gerald Westheimer

Graphics Competition Winner
Susanne Stoll

Elsevier/Vision Research Travel Awards
98 Graduate Students and 35 Postdoc Members will receive a 2021 Travel Award funded by Elsevier/Vision Research.
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2021 Awards Session >

2021 Young Investigator Award
Sunday, May 23, 2:30 - 3:30 pm EDT, Talk Room 1-2 Join Zoom Webinar

The Vision Sciences Society is honored to present Martina Poletti with the 2021
Young Investigator Award.

VISION
RESEARCH

The Young Investigator Award is an award given to an early stage researcher who has

already made a significant contribution to our field. The award is sponsored by Elsevier, 2o
= . . o 0 i Travel and Young
and the awardee is invited to submit a review paper to Vision Research highlighting this Investigator Awards

contribution. sponsors V5SS 2021

The 2021 Young Investigator Award is sponsored by Elsevier/Vision Research.

Martina Poletti

Assistant Professor, Department of Brain and Cognitive Sciences, University of
Rochester

The 2021 Elsevier/VSS Young Investigator Award goes to Dr. Martina Poletti
for fundamental contributions to our understanding of eye movements,
microsaccades, and the nature of visual-motor function and attention within the
foveola. Dr. Poletti is an Assistant Professor in the Department of Brain and
Cognitive Sciences at the University of Rochester. She received her Bachelor's
degree and Master's degree at the University of Padova, and completed her
doctoral and postdoctoral work at Boston University.

Dr. Poletti's research addresses core questions regarding the interplay of
attention and eye movements at the foveal scale. Her scholarly contributions
will help revise textbook descriptions of the central fovea as a region of
uniformly high acuity and microsaccades as involuntary eye movements, which
purpose is to merely refresh the retinal image during fixation. Dr. Poletti's experiments have capitalized on high-
resolution eye tracking and gaze-contingent display to demonstrate that microsaccades are not random but purposeful,
serving to bring task-relevant items to the preferred region within the foveola. Her work has revealed that fine spatial
vision within the 1-deg foveola is non-uniform and it is selectively modulated by attention. Within this microcosm of visual
space, covert and overt shifts of attention can still be observed operating with a remarkably high-precision, and guiding
microsaccades in an active exploration of details. Dr. Poletti's research exemplifies creative experimentation, cutting-
edge methodology, and rigorous evaluation of longstanding theories in vision science.

Dr. Poletti will speak during the 2021 Awards session.

The interplay of attention and eye movements at the foveal scale

Human vision relies on a tiny region of the retina, the foveola, to achieve high spatial resolution. Foveal vision is of
paramount importance in daily activities, yet its study is challenging, as eye movements incessantly displace stimuli
across this region. Building on recent advances in eye-tracking and gaze-contingent display, we have examined how
attention and eye movements operate at the foveal level. We have shown that exploration of fine spatial detail unfolds
following visuomotor strategies reminiscent of those occurring at larger scales. Together with highly precise control of
attention, this motor activity is linked to non-homogenous processing within the foveola and selectively modulates
sensitivity both in space and time. Therefore, high acuity vision is not the mere consequence of placing a stimulus at the
center of gaze: it is the outcome of a synergy of motor, cognitive, and attentional processes, all finely tuned and
dynamically orchestrated.
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2021 Awards Session >

2021 Davida Teller Award

Sunday, May 23, 2:30 - 3:30 pm EDT, Talk Room 1-2 Join Zoom Webinar
The Vision Sciences Society is honored to present Dr. Marisa Carrasco with the 2021 Davida Teller Award

VSS established the Davida Teller Award in 2013. Davida was an exceptional scientist, mentor and colleague, who for
many years led the field of visual development. The award is therefore given to an outstanding female vision scientist in
recognition of her exceptional, lasting contributions to the field of vision science.

Marisa Carrasco
Julius Silver Professor of Psychology and Neural Science, New York University

Marisa Carrasco investigates visual perception and attention, using human
psychophysics, neuroimaging, neurostimulation, and computational modeling in
order to study the relation between the psychological and neural mechanisms
involved in these processes. Her research has revealed how attention
modulates perceptual performance and alters appearance in a variety of visual
tasks. Marisa grew up in Mexico City and earned her Licentiate in Psychology,
specializing in experimental psychology, from the National Autonomous
University of Mexico (UNAM), where she graduated summa cum laude. Marisa
then obtained her MS and PhD in psychology, specializing in cognition and
perception, from Princeton University, where she received the highest scholarly
excellence award, the Jacobus Honorific Fellowship. She became an Assistant
Professor of Psychology at Wesleyan University in 1989. While at Wesleyan Dr.
Carrasco received an NSF Young Investigator Award and an American
Association of University Women Fellowship. She joined NYU in 1995 as an Associate Professor and was promoted to
Professor of Psychology and Neural Science in 2002. She served as chair of the NYU Psychology Department from
2001-2007. NIH and NSF have continuously supported Carrasco's research at NYU.

Professor Carrasco received a Guggenheim Fellowship and a Cattell Fellowship and was named a fellow of the
American Psychological Society and has been elected to the National Academy of Sciences (2021); at NYU, she has
been Collegiate Professor since 2007 and was named Julius Silver Professor of Psychology and Neural Science in
2019. Among her many other contributions to the vision sciences community, Marisa Carrasco has served as president
of both the Vision Sciences Society and the Association for the Scientific Study of Consciousness and as a senior editor
of two scientific journals, Journal of Vision and Vision Research.

Marisa Carrasco has had a profound impact on the field of vision science and attention through her multi-disciplinary
research and through her mentorship activity. She is well-known as a dedicated teacher and mentor of undergraduate
students, graduate students and post-doctoral fellows. This is in part evidenced by her receipt of the NYU award for
excellence in postdoc mentoring in 2018.

Marisa forged her research career in an era when the field of vision science had few women. Through her efforts she not
only advanced her own research; she has also been an invaluable and generous role model for the many students she
has taught and mentored through the years. With this award, VSS recognizes Professor Marisa Carrasco's outstanding
research and thanks her for being a wonderful scientist, mentor, and colleague.

Dr. Carrasco will speak during the 2021 Awards session.

Attention Shapes Perception

Visual attention is essential for visual perception. Spatial attention allows us to grant priority in processing and
selectively process information at a given location. In this brief talk, | will illustrate how endogenous (voluntary) and
exogenous (involuntary) attention differentially modulate visual perception. | will highlight findings from: (1)
psychophysical experiments investigating how endogenous and exogenous covert attention alter tasks mediated by
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basic visual dimensions as well as their featural representations; (2) neuroimaging (fMRI) experiments differentiating
effects of endogenous and exogenous attention on occipital cortex; (3) neurostimulation experiments establishing that
transcranial magnetic stimulation (TMS) on occipital cortex extinguishes the effects of exogenous attention but not those
of endogenous attention. Together these studies reveal how endogenous and exogenous attention shape perception by
altering the processing of basic visual dimensions.
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2021 Awards Session >

2021 Ken Nakayama Medal for Excellence in Vision Science
Sunday, May 23, 2:30 - 3:30 pm EDT, Talk Room 1-2 Join Zoom Webinar

The Vision Sciences Society is honored to present Gerald Westheimer with the 2021 Ken Nakayama Medal for
Excellence in Vision Science.

The Ken Nakayama Medal is in honor of Professor Ken Nakayama's contributions to the Vision Sciences Society, as
well as his innovations and excellence to the domain of vision sciences.

The recipient of the Ken Nakayama Medal receives this honor for high-impact work that has made a lasting contribution
in vision science in the broadest sense. The nature of this work can be fundamental, clinical or applied.

Gerald Westheimer

Gerald Westheimer received his PhD degree in Physics: Physiological Optics at
Ohio State under Glenn Fry in 1953 after completing optometry studies at the
Sydney Technical College, a B.Sc. in mathematics and physiology at the
University of Sydney and several years of private practice in Sydney, Australia.
His post-doctoral education included the Nerve-Muscle Program at Woods Hole
under Steven Kuffler, and a year at the Cambridge Physiological Laboratory,
where he collaborated with Fergus Campbell and John Robson on the eye's
accommodative mechanism and attended E.H. Linfoot's course on Fourier
optics. After teaching optics and vision science in the optometry schools
successively of Houston, Ohio State and Berkeley he was appointed as
Professor of Physiology in Berkeley in 1967 and, when the Department of
Molecular and Cell Biology was formed in 1987, as founding Head of its
Division of Neurobiology. In 1994 he became Professor of the Graduate School
at Berkeley as well as adjunct professor in the Laboratory of Neurobiology at
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the Rockefeller University, New York.

There are few facets of the visual system that Gerald Westheimer has not been involved in during his long career as
active experimentalist, theoretician, scholar of the history of vision science, laboratory head, mentor and sponsor of
independent research by post-doctoral and visiting scholars from around the world. His recognitions include election to
the Royal Society of London and its Ferrier Lecture, Fellow of the American Academy of Arts and Science, Honorary
Member of the Royal Society of NSW, the Tillyer Medal of the Optical Society, Proctor Medal of ARVO, Prentice Medal
of the American Academy of Optometry, International von Sallman Prize in Ophthalmology, Barry Collins Medal of the
Australian Optometric Association, Glenn Fry Medal of Ohio State University, several honorary degrees and
Membership of the Order of Australia.

From his experiences in the optometry clinic Gerald formed an abiding interest in the eye's optics and image formation,
resolution and acuity. This led to his progressively deeper fascination with in the spatial sense of the eye in two and
three dimensions, stereopsis and ocular motility. He used the research methodologies of optics, psychophysics, alert
primate single unit recordings and right from their advent in the 1950's, electronic computers. Rigorous training in
mathematics and physics in Sydney enabled him to engage in the areas of systems theory and Fourier optics as they
emerged, and to pioneer their application in visual science. Motivated primarily by an interest in and curiosity about
human vision rather than the practice of particular scientific disciplines, Gerald concluded that, much as the analysis of
visual phenomena should proceed initially by applying the knowledge and principles of the physical sciences, full
understanding cannot be reached solely through that route but needs guidance from knowledge derived from observers'
awareness. With this approach, he made seminal discoveries in understanding the optics of the eye, binocular vision,
spatial vision, eye-movements, learning and visual illusions. One example of his many contributions is his discovery how
humans are able to discern small changes in the relative position of a stimulus that are an order of magnitude smaller
than the smallest foveal cones in the retina. He termed this remarkable ability "hyperacuity” — a term that is now widely
used, and elucidated many of its properties. In this, and in many other ways he shaped the growth of vision research.
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Vision science has benefited in lasting ways from Gerald's research discoveries, his acumen, his scientific rigor, and his
commitment to getting it right.

Dr. Westheimer will speak during the 2021 Awards session.
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2021 Awards Session >

2021 Graphics Competition Winner
Sunday, May 23, 2:30 - 3:30 pm EDT, Talk Room 1-2 Join Zoom Webinar

The Vision Sciences Society is pleased to recognize Susanne Stoll as the winner of the V-VSS 2021 Graphics
Competition. Her image, shown above and below, is entitled Global Vision.

Each year VSS solicits its membership to submit creative visual images related to the field of vision science, the Society,
or the VSS meeting. Traditionally, the winning images are featured on the program, abstracts book, signage, and t-
shirts. Due to the online format this year, the winning image appears as the banner throughout the VSS 2021 website.

Global Vision

Beauty is in the eye of the beholder and so is the interpretation of Global Vision. However, as with most things in life,
there is no end product without a mission. As such, Global Vision attempts to unify three facets of this year's VSS
meeting.

The first facet relates to what we are all striving for, namely understanding vision and how we perceive the ever-
changing world around us visually. The second facet is meant to reflect the increased accessibility of this year's
gathering due to its virtual nature, with us being distributed all over the globe. The third facet relates to the multi-focal
character of the VSS and thus its broad scope, bringing together expertise from various subdomains, including visual
psychophysics, visual neuroscience, computational vision, visual cognition, and bordering fields.

Global Vision attempts to feature these facets by dynamically projecting a map of the world onto the right eye of an
unknown other standing right in front of you. A static circular searchlight takes snapshots of the map, generating a globe
as much as the right iris of the unknown other. The different snapshots can be interpreted to echo an ever-changing
world, the different regions the VSS schedules events in (broadly) as well as the subdisciplines the VSS unites. The
circular VSS logo hosts a pupil and is thought to represent the left iris. The wavy lines (or sinusoids) demarcate the
overall shape of the right and left eye, but can also be seen as a decorative element encapsulating the different facets.

By looking you right in the eyes, Global Vision is also meant to ask you quite candidly what your global vision is.

Special thanks go to my colleagues and friends in London and Auckland, the Board of Directors, and the VSS
organization team for providing constructive feedback on my design idea. | wish everybody a superb and insightful V-
VSS 2021.

About Susanne Stoll

Susanne Stoll completed her undergraduate studies in Psychology at the University of
Tubingen, followed by an MSc in Mind and Brain at Humboldt University of Berlin. Currently,
she is a final year PhD student under the supervision of Dr. Sam Schwarzkopf and Dr. John
Greenwood at University College London. Her research uses functional magnetic resonance
imaging and population receptive field (pRF) modeling to investigate how perceptual
grouping and spatial attention modulate the visual brain's representation of visual information.
Susanne also has a keen interest in relating pRF properties to behavior as well as
counteracting regression fallacies and probing the validity of analysis procedures in visual
neuroimaging and beyond.
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2021 Awards Session >

2021 Elsevier/Vision Research Travel Awards

Sunday, May 23, 2:30 - 3:30 pm EDT, Talk Room 1-2 Join Zoom Webinar

VSS is grateful to Elsevier/Vision Research for their generous support of this year’s virtual meeting. Congratulations to
the following VSS student and postdoc members who will receive a V-VSS 2021 Elsevier/Vision Research Travel Award,

which allows them to present at V-VSS at no additional cost.

Graduate Students

Etienne Abassi, CNRS, France

Zoha Ahmad, York University, Canada

Michael Allen, University of California, San Diego, US
Alberto Aviles, University of Birmingham, UK

Naila Ayala, University of Waterloo, Canada

lonela Bara, Bangor University, UK

Asma Braham Chaouche, Université de Montréal, Canada
Cristina Ceja, Northwestern University, US

Shanna H Coop, University of Rochester, US

Sarah Cormiea, Johns Hopkins University, US

Deepa Dhungel, University of Houston, US

Dylan D. Doblar, Massachusetts Institute of Technology, US
Wei Dou, University of California, Santa Cruz, US

Catherine Dowell, University of Southern Mississippi, US
Eric EImoznino, Johns Hopkins University, US

Simon Faghel-Soubeyrand, Université de Montréal, Canada
Prasakti Tenri Fanyiwi, Newcastle University, UK

Derartu Fite, University of Nevada, Reno, US

Julie Freschl, University of Massachusetts Boston, US
Laura Geurts, Donders Insitute, Radboud University, Netherlands
Jessica Goetz, University of Central Florida, US

Michael Granovetter, Carnegie Mellon University, US
Matthew Groh, MIT, US

Xuanru Guo, Kyushu University, Japan

Chihye Han, Johns Hopkins University, US

Hanna Haponenko, McMaster University, Canada

Geoffrey Harrison, Queen's University, Kingston, Canada
Brittney Hartle, York University, Canada

Shekoofeh Hedayati, The Pennsylvania State University, US
Lukas S. Huber, University of Tiibingen, Germany

Polina lamshchinina, Freie Universitat Berlin, Germany
Jessica Ip, University of British Columbia, Canada

Georgin Jacob, Indian Institute of Science, Bangalore, India
Victoria L. Jacoby, University of California, Los Angeles, US
Michael Jigo, New York University, US

Gustavo Juantorena, University of Buenos Aires, Argentina
Jonathan Keefe, University of California, San Diego, US
Sarah Kerns, Wellesley College, US

Vladislav Khvostov, HSE University, Russia

' VISION
“eil.  RESEARCH

ELSEVIER

Elsevier/ Vision Research
Travel and Young

Investigator Awards
sponsors V55 2021

Jessica Knoétzele, Institute for Frontier Areas of Psychology and Mental Health (IGPP), Germany

Maria Kon, Purdue University, US
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Karolina Krzys, Queen's University, Canada

Menahal Latif, Ryerson University, Canada

Sofia Tkhan Tin Le, NRU HSE, Russia

Kassandra Lee, University of Nevada, Reno, US
Samantha Lee, University of Nevada, Reno, US

Shi Pui Li, Johns Hopkins University, US

Yanjun Li, University of Minnesota, US

Yibiao Liang, University of Massachusetts Boston, US
Ming-Ray Liao, Texas A&M University, US

Y. Isabella Lim, University of Toronto, Canada

Ying Lin, University of Rochester, US

Daniel Lindh, University of Birmingham, UK

Xinyu Liu, University of Minnesota, US

Michael Lopez-Brau, Yale University, US

Jiang Mao, University of Pennsylvania, US

Hannah Masoner, University of Southern Mississippi, US
Kate McKay, The University of Queensland, Australia

M. Fiona Molloy, The Ohio State University, US

Audrey Morrow, University of California, Santa Cruz, US
Kushin Mukherjee, University of Wisconsin-Madison, US
William Narhi-Martinez, The Ohio State University, US
Mahan Nayeb Ghanbar Hosseini, School of Computing, Germany
Sonisha Neupane, Indiana University, US

Irfa Nisar, York University, Canada

Snehal Padhye, Rochester Institute of Technology, US
Ruben Pastilha, Newcastle University, UK

Boris Penaloza, University of Denver, US

Shima Rashidi, University of Melbourne, Australia
Elena Sanz, Universidad Autonoma de Madrid, Spain
Maria Servetnik, KU Leuven, Belgium

Brynn Sherman, Yale University, US

Young Seon Shin, Florida Atlantic University, US

Male Shiva Ram, University of Hyderabad, India

Taylor Simonson, Kansas State University, US
Elisabeth Slifkin, University of Central Florida, US
Maverick Smith, Kansas State University, US

Gaeun Son, University of Toronto, Canada

Mirta Stantic, University of Oxford, UK

Zoe Stearns, University of Rochester, US

Susanne Stoll, University College London, UK

Tyler Surber, The University of Southern Mississippi, US
Duyan Ta, Arizona State University, US

Louisa Talipski, The Australian National University, Australia
Keren Taub, Tel Aviv University, Israel

Xue Teng, York University, Canada

Ehsan Tousi, Western University, Canada

Caitlin Tozios, University of Toronto, Canada

Yanshuai Tu, Arizona State University, US

Zhiyan Wang, Brown University, US

Emma Ward, Freie Universitat Berlin, Germany

Phillip Witkowski, University of California, Davis, US
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Tristan Yates, Yale University, US

Ling-Qi Zhang, University of Pennsylvania, US

Yuan Zhang, Shanghai University of Sport, China

Ziyao Zhang, Lehigh University, US

Zhetuo Zhao, University of Rochester, US

Lei Zheng, Otto-von-Guericke-Universitat Magdeburg, Germany

Postdocs

Doug Addleman, Dartmouth College, US

Emma Alexander, University of California, Berkeley, US

Andrea Bocincova, University of Oxford, UK

Nico Broers, University of Mlnster, Germany

Antimo Buonocore, University of Tlbingen, Germany

Andrew Clement, Texas A&M University, US

Cristina-loana Galusca, CNRS Université Grenoble Alpes, France
Haydee Garcia-Lazaro, The Smith-Kettlewell Eye Research Institute, US
Simen Hagen, Université de Lorraine, France

Sabrina Hansmann-Roth, SCALab, France

Christopher Henry, Albert Einstein College of Medicine, US

Zoey Isherwood, University of Nevada, Reno, US

Haiyang Jin, New York University Abu Dhabi, United Arab Emirates
Kohitij Kar, Massachusetts Institute of Technology, US

Mohana Kuppuswamy Parthasarathy, University of Nevada, Reno, US
Justin Lieber, New York University, US

Yong-Jun Lin, New York University, US

Caterina Magri, Johns Hopkins University, US

Mukesh Makwana, Brown University, US

Tyler Manning, University of California, Berkeley, US

Melisa Menceloglu, Brown University, US

Jorge Morales, Johns Hopkins University, US

Timothy Oleskiw, New York University, US

Ori Ossmy, New York University, US

Keiji Ota, New York University, US

Jeongho Park, Harvard University, US

Yujia Peng, University of California, Los Angeles, US

Antonella Pome, University of Florence, Italy

Cheng Qiu, University of Pennsylvania, US

Fernando Ramirez, NIMH, US

Morteza Rezanejad, University of Toronto, Canada

Garrett Swan, Schepens Eye Research Institute, US

Omer Daglar Tanrikulu, University of Iceland, Iceland

Sophia Vinci-Booher, Indiana University, US

Lauren Williams, University of California, San Diego, US
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VSS Business Meeting
Monday, May 24, 2:00 - 3:00 pm EDT, Talk Room 1 Join Zoom Webinar

We encourage you to join the VSS Board of Directors for the Annual Business Meeting. During this meeting, the VSS
leadership will provide an overview of the Society, including the outlook and priorities for 2022. The Business Meeting is

an opportunity for VSS members to ask questions of the VSS Board of Directors and bring up issues of concern to the
general membership.

You may send questions before the start of the Business Meeting to vss@visionsciences.org.
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Student Events >

Conversations on Open Science
Friday, May 21, 5:00 - 7:00 pm EDT, Talk Room 1 Join Zoom Webinar

Organizer: VSS Student-Postdoc Advisory Committee
Moderator: Bjorn Jorges, York University
Speakers: Geoffrey Aguirre, Janine Bijsterbosch, Christopher Donkin, Alex Holcombe, and Russell A. Poldrack

Open Science has become an important part of the scientific landscape. Researchers are adopting open practices such
as preregistrations and registered reports, open access, and the use of open source software, journals make data and
code sharing more and more a desired or even required feature of research publications, and funders are increasingly
evaluating the applicants’ open science track records along with their scientific proposals. It is therefore more important
than ever for all scientists, and particularly for Early Career Researchers, to be able to navigate the Open Science
space. For this reason, the Student Postdoc Committee has organized Conversations on Open Science as a means to
introduce the VSS community to the basics of Open Science and some current debates.

Conversations on Open Science will start out with a short overview of the most important open practices. The
speakers then delve deeper into two topics: preregistration and code and data sharing. We have invited two speakers for
each topic: one of them argues in favor, while the other argues against, provides some nuance, or points out limitations.
Both parties will first explain their respective perspectives, followed by a joint presentation in which some synthesis or
common ground will be reached.

Geoffrey Aguirre
University of Pennsylvania

Geoffrey Aguirre is an Associate Professor of Neurology at the University of Pennsylvania.
He has studied the human visual system using functional MRI for nearly twenty-five years,
often combining brain imaging with complementary measures of perception and retinal
structure. During his career he has contributed to the analytic and inferential foundation of
neuroimaging studies. In recent years has worked to adopt and advocate for open-science
tools, principally as a means to improve his own research. Contact Geoffrey at
aguirreg@pennmedicine.upenn.edu.

Janine Bijsterbosch
Washington University School of Medicine

Janine Bijsterbosch has worked in brain imaging since 2007. She is currently Assistant
Professor in the Computational Imaging section of the Department of Radiology at
Washington University in St Louis. The Personomics Lab headed by Dr. Bijsterbosch aims to
understand how brain connectivity patterns differ from one person to the next, by studying the
"personalized connectome". Using big data resources such as the Human Connectome
Project and UK Biobank, the Personomics Lab adopts cutting edge analysis techniques to
study functional connectivity networks and their role in behavior, performance, mental health,
disease risk, treatment response, and physiology. Dr. Bijsterbosch is Chair-Elect of the Open Science special interest
group as part of the Organization for Human Brain Mapping. In addition, Dr. Bijsterbosch wrote a textbook on functional
connectivity analyses, which was published by Oxford University Press in 2017. Contact Janine at
janine.bijsterbosch@wustl.edu.
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Conversations on Open Science (continued)

Christopher Donkin
UNSW Sydney

Christopher Donkin is a cognitive psychologist at UNSW Sydney. His work tends to rely on
a mix of computational modelling and experiments. He is interested in decision-making,
memory, models, and metascience. While agreeing that open science is of utmost
importance, many long series of conversations with Aba Szollosi about how knowledge is
created has led to disagreement around the purported benefits of preregistration. Though the
content of the talk will be specific to preregistration, the background knowledge underlying
these arguments is more carefully laid out here. Contact Chris at
christopher.donkin@gmail.com.

Alex Holcombe
University of Sydney

Inside his lab, Alex Holcombe studies how humans perceive and process visual signals over
time, in domains such as motion, position perception, and attentional tracking. Outside of the
lab, he has been active in various open science initiatives. He is an associate editor at the
journal Meta-psychology and he co-founded the Registered Replication Report article format
at Perspectives on Psychological Science in 2014, co-founded the Association for
Psychological Science journal Advances in Methods and Practices in Psychological Science
in 2018, and served on the founding advisory boards of the preprint server PsyArxiv and the
journal PLOS ONE. Contact Alex at alex.holcombe@sydney.edu.au.

Russell A. Poldrack
Stanford University

Russell A. Poldrack is the Albert Ray Lang Professor in the Department of Psychology and
Professor (by courtesy) of Computer Science at Stanford University, and Director of the
Stanford Center for Reproducible Neuroscience. His research uses neuroimaging to
understand the brain systems underlying decision making and executive function. His lab is
also engaged in the development of neuroinformatics tools to help improve the reproducibility
and transparency of neuroscience, including the Openneuro.org and Neurovault.org data
sharing projects and the Cognitive Atlas ontology. Contact Russ at poldrack@stanford.edu.

Bjorn Jorges
York University

Bjorn Jorges studies the role of prediction for visual perception, as well as visuo-vestibular
integration for the perception of object motion and self-motion. Beyond these topics, he also
aspires to make science better, i.e., more diverse, more transparent and more robust. After
finishing his PhD in Barcelona on the role of a strong earth gravity prior for perception and
action, he started a Postdoc in the Multisensory Integration Lab at York University, where he
currently investigates how the perception of self-motion changes in response to microgravity.
Contact Bjorn at bjoerges@yorku.ca.
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US Funding Workshop

Saturday, May 22, 12:00 - 1:00 pm EDT, Sea Turtle Join Zoom Webinar

Moderator: Ruth Rosenholtz
Discussants: Joeanna Arthur, Todd Horowitz, Michael Hout, and Cheri Wiggs

You have a great research idea, but you need money to make it happen. You need to write a grant. This workshop will
address various funding mechanisms for vision research. Our panelists will discuss their organization's interests and
priorities, and give insight into the inner workings of their extramural research programs. There will be time for your
questions.

Joeanna Arthur
National Geospatial-Intelligence Agency

Joeanna Arthur, Ph.D., is a Supervisory Research & Development Scientist and Senior
Staff Scientist in the Predictive Analytics Research Group at the National-Geospatial
Intelligence Agency (NGA) where she leads a transdisciplinary team of scientists advancing
Geospatial Science and enhancing analytic tradecraft. She also serves as the agency's
Human Research Protection Official. Prior government assignments include Chief of
Research(FBI/HIG), Lead Behavioral Scientist/Psychologist (DIA), Program Manager and
Operational Test & Evaluation Lead (NGA). Her past and current research areas span the
fields of cognitive neuroscience, operational psychology, human-system integration, human performance optimization,
intelligence interviewing, research ethics, and applied social science. She received her doctorate degree in
Psychology/Cognitive Neuroscience from the George Washington University (Washington, DC) and completed a post-
doctoral research fellowship in the Department of Otolaryngology- Head and Neck Surgery at the John Hopkins
University School of Medicine (Baltimore, MD). Dr. Arthur is one of the Intelligence Community's first recipients of the
Presidential Early Career Award in Science and Engineering (PECASE 2012, White House Office of Science and
Technology Policy).

Todd Horowitz
National Cancer Institute

Todd Horowitz, Ph.D., is a Program Director in the Behavioral Research Program's (BRP)
Basic Biobehavioral and Psychological Sciences Branch (BBPSB), located in the Division of
Cancer Control and Population Sciences (DCCPS) at the National Cancer Institute (NCI). Dr.
Horowitz earned his doctorate in Cognitive Psychology at the University of California,
Berkeley in 1995. Prior to joining NCI, he was Assistant Professor of Ophthalmology at
Harvard Medical School and Associate Director of the Visual Attention Laboratory at Brigham
and Women's Hospital. He has published more than 70 peer-reviewed research papers in
vision science and cognitive psychology. His research interests include attention, perception, medical image
interpretation, cancer-related cognitive impairments, sleep, and circadian rhythms.

Michael Hout
National Science Foundation

Michael Hout, Ph.D., is a Program Director for Perception, Action, and Cognition in the
Social, Behavioral, and Economic Sciences directorate (in the Behavioral and Cognitive
Sciences division) of the National Science Foundation. He received his undergraduate
degree at the University of Pittsburgh and his masters and doctoral degrees from Arizona
State University. He is a rotating Program Director on professional leave from New Mexico
State University where he runs a lab in the Psychology Department and co-directs an
interdisciplinary virtual and augmented reality lab as well. Prior to joining the NSF he was a
conference organizer for the Object Perception, Attention, and Memory meeting and was an Associate Editor at
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US Funding Workshop (continued)

Attention, Perception, and Psychophysics. His research focuses primarily on visual cognition (including visual search,
attention, and eye movements), spanning both basic theoretical research and applied scenarios such as professional
medical/security screening, and search and rescue.

Cheri Wiggs
National Eye Institute

Cheri Wiggs, Ph.D., serves as a Program Director at the National Eye Institute (of the
National Institutes of Health). She oversees extramural funding through three programs —
Perception & Psychophysics, Myopia & Refractive Errors, and Low Vision & Blindness
Rehabilitation. She received her PhD from Georgetown University in 1991 and came to the
NIH as a researcher in the Laboratory of Brain and Cognition. She made her jump to the
administrative side of science in 1998 as a Scientific Review Officer. She currently represents
the NEI on several trans-NIH coordinating committees (including BRAIN, Behavioral and

Social Sciences Research, Medical Rehabilitation Research) and was appointed to the NEI Director's Audacious Goals

Initiative Working Group.

V-VSS 2021 Program

Ruth Rosenholtz
MIT

Ruth Rosenholtz is a Principal Research Scientist in the Department of Brain & Cognitive
Sciences at the Massachusetts Institute of Technology. She studies a wide range of visual
phenomena, as well as applied vision, using a mix of behavioral methods and computational
modeling. Her main research topics include attention and visual search; perceptual
organization; and peripheral vision. She is a fellow of the APS, an associate editor for the
Journal Vision, and a VSS board member. Her funding sources have included NSF, NIH,
Toyota, and Ford.
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Peer Review of NIH NRSA Fellowship Proposals

Tuesday, May 25, 5:00 - 5:30 pm EDT, Sea Turtle Join Zoom Webinar
Speaker: Cibu Thomas

The objective of this session is to provide the principal investigators and their sponsors an overview about the process
by which peer review of predoctoral and postdoctoral NRSA proposals is implemented by the NIH Center for Scientific
Review.

Cibu Thomas

National Institutes of Health

Dr. Cibu Thomas earned his M.S. in Applied Cognition and Neuroscience from the
University of Texas at Dallas, and his Ph.D. in Psychology from Carnegie Mellon University.
After postdoctoral training at the Athinoula A. Martinos Center for Biomedical Imaging at
Massachusetts General Hospital, Harvard Medical School, he served as a Research Fellow
at the Center for Neuroscience and Regenerative Medicine. He then served as a Staff
Scientist for the Section on Learning and Plasticity in the Laboratory of Brain and Cognition at
the National Institute of Mental Health, where his research focused on elucidating the
principles governing brain plasticity and its relation to behavior using multimodal MRI and psychophysics. He is currently
the scientific review officer for the NIH NRSA Fellowships study section FO2B, which manages the scientific review of
applications proposing training that is focused on understanding normal sensory (both auditory and visual), motor or
sensorimotor function as well as disorders of cognitive, sensory, perceptual and motor development.

No advance sign-up is required to attend this event.
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Connect with Industry

Wednesday, May 26, 12:00 - 1:00 pm EDT, Sandpiper Join Zoom Webinar
To reflect the range of interests and career goals of VSS attendees, we are pleased to offer our popular Connect with
Industry event.

This is an opportunity for our members to interact with representatives of industry and government agencies.
Representatives from a range of organizations and industries will be present to discuss opportunities for vision scientists
in their companies and to answer questions about collaborating with, and working within, their organizations.

Representatives from Apple, Exponent, Facebook Reality Labs, Magic Leap, Microsoft, NIH, Vivid Vision, and VPixx
Technologies will be attending.

No advance sign-up is required to attend this event.
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Student Events >

Meet the Professors

Friday, May 21, 8:00 - 9:00 pm EDT, Sandpiper Join Zoom Webinar
A session is also scheduled for Tuesday.

Students and postdocs are invited to the fifth annual Meet the Professors event. This is an opportunity for a free-
wheeling, open-ended discussion with members of the VSS Board and other professors. You might chat about science,
the annual meeting, building a career, or whatever comes up.

Each one-hour session will be divided into two 30-minute Zoom breakouts so that participants will have the opportunity
to interact with two different professors within each session. Students may attend both Friday and Tuesday session.

Please Log In to access Registration form.

Professors

Members of the VSS Board are indicated with an asterisk*, in case you have a specific interest in talking to a member of the Board.
Edward Adelson (MIT) is interested in vision and touch in humans and robots. (Recipient of the 2020 Ken Nakayama
Medal for Excellence in Vision Science)

Geoffrey Boynton* (University of Washington) studies the effects of spatial, featural and divided attention on the human
brain and behavior, and develops models that simulate the experience of patients with visual prosthetics.

Hakwan Lau (Riken Institute) studies the psychophysics of conscious perception, attention, metacognition, as well as
their neural mechanisms. He has previously worked in both Europe and the United States.

Nestor Matthews (Denison University) studies perceptual learning and perceptual expertise in spatial and temporal
aspects of vision and attention.

Ipek Oruc (University of British Columbia, Vancouver) studies form vision with an emphasis on face and object
recognition using various methodologies ranging from visual psychophysics, neuroimaging to machine learning.

Joo-Hyun Song (Brown University) studies how perception and cognition seamlessly interact with visually-guided action
in complex environments.

Miriam Spering (University of British Columbia, Vancouver) studies how vision and eye movements interact and what
eye movements can reveal about decision making processes in health and disease.

Gerald Westheimer (UC Berkeley, retired) studied spatial vision and in particular the optical and neural factors involved
in resolution and visual and stereoscopic acuity. (Recipient of the 2021 Ken Nakayama Medal for Excellence in Vision
Science)
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Meet the Professors
Tuesday, May 25, 12:00 - 1:00 pm EDT, Sandpiper Join Zoom Webinar
A session is also scheduled for Friday.

Students and postdocs are invited to the fifth annual Meet the Professors event. This is an opportunity for a free-
wheeling, open-ended discussion with members of the VSS Board and other professors. You might chat about science,
the annual meeting, building a career, or whatever comes up.

Each one-hour session will be divided into two 30-minute Zoom breakouts so that participants will have the opportunity
to interact with two different professors within each session. Students may attend both Friday and Tuesday session.

Please Log In to access Registration form.

Professors
Members of the VSS Board are indicated with an asterisk*, in case you have a specific interest in talking to a member of the Board.

Marlene Behrmann (Carnegie Mellon University) studies high-level vision in normal and brain-damaged (e.g.
hemispherectomy) patients to elucidate the nature of visual computations, their topography, and the opportunity for
plasticity. (Recipient of the 2020 Davida Teller Award)

Timothy Brady (University of California, San Diego) studies visual working memory, visual long-term memory,
ensemble perception, scene perception, visual learning, and how all of these things intersect, with a focus on behavioral
approaches and computational models. (Recipient of the 2020 VSS Young Investigator Award)

Karla Evans (University of York) studies visual attention and memory and cross modal perception using a variety of
methods that allow for translating basic research findings to address real-world questions.

Chaz Firestone (Johns Hopkins University) studies how visual perception interacts (and fails to interact) with higher-
level cognition, as well as how vision science interacts (and could better interact) with neighboring fields, including
artificial intelligence, developmental psychology, and the philosophy of perception.

Michelle Greene (Bates College) studies the time course of perceiving scene and object categories.

Wei-Ji Ma (New York University) studies a wide diversity of topics in perception and cognition with a computational
angle. Recent interests include thinking ahead in complex games, suboptimal inference, and visual working memory.

Maria Olkkonen (Durham University & University of Helsinki) studies color perception and color constancy, in particular
how statistical color knowledge is learned and used to estimate object color.

Martina Poletti (University of Rochester) studies how attention and eye movements contribute to visual perception and
how they are controlled at the foveal scale. (Recipient of the 2021 VSS Young Investigator Award)

Fabian Soto (Florida International University, Miami) studies how existing visual representations shape the mechanisms
of learning and generalization that are deployed in a particular task, and how in turn learning modifies visual
representations. His research combines psychophysics, computational modeling, and neuroimaging.

Viola Stormer (Dartmouth College) studies spatial and feature-based attention, how attention shapes perception, cross-
modal interactions between audition and vision, and the capacity and structure of visual working memory. Her research
draws on a variety of methods, including psychophysics, experimental psychology, and human electrophysiology (EEG).

Maarten Wijntjes (Delft University of Technology) studies the depiction and perception of material properties in the
context of visual communication design, digital humanities, and the arts.

Jonathan Winawer (New York University) studies how spatial and temporal visual information is encoded in the
nervous system, with an emphasis on linking psychophysical measurements to anatomy and models of neural
processing.
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Virtual Coffee Break

Virtual coffee breaks are scheduled throughout V-VSS. Like coffee breaks at the in-person meetings, the virtual coffee
breaks offer attendees an opportunity for social interaction, networking, and connecting with colleagues.

Grab a cup of coffee and meet in the Gather.Town Courtyard, Lobby, or Beach!!

The Student-Postdoc Advisory Committee is conducting organized networking events held in the Gator Room during the
coffee break immediately following each talk session. During these informal get-togethers, students and postdocs can
join discussions dedicated to the previous talk session or just chat over a virtual coffee and enjoy a board game.
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Student Events >

Student-Postdoc Networking Events

During the entirety of V-VSS 2021, the Student-Postdoc Advisory Committee (SPC) will be hosting a space in
Gather.Town dedicated to student-postdoc networking. Students and postdocs are encouraged to visit the Gator room
throughout the meeting where they can arrange to meet up with friends, meet new ones, play games, or join in
discussions.

There will also be organized networking events held in this space during the coffee break immediately following each
talk session. During these informal networking events, students and postdocs are encouraged to stop by the Gator room
where they can join discussions dedicated to the previous talk sessions or just chat over a virtual coffee and enjoy a
board game. Members of the current and future Student-Postdoc Advisory Committee will also be there, so this is a
great opportunity to get to know your VSS representatives.

V-VSS 2021 Program 38



Public Lecture
Tuesday, May 25, 12:00 - 1:00 pm EDT, Zoom Room Join Zoom Webinar
We welcome members of the general public to attend. There is no charge. Space is limited.

The annual public lecture represents the mission and commitment of the Vision Sciences Society to promote progress
in understanding vision and its relation to cognition, action and the brain. As scientists we are obliged to communicate
the results of our work, not only to our professional colleagues, but also to the broader public. This lecture is part of our
effort to give back to the community that supports us.

Roland Fleming, PhD

Justus Liebig University Giessen, Germany

Roland Fleming is an interdisciplinary researcher who investigates how the
brain allows us to see the physical properties of objects. He studied at Oxford
and MIT and has worked at the Max Planck Institute for Biological
Cybernetics. He is currently the Kurt Koffka Professor of Experimental
Psychology at the University of Giessen in Germany. He has won a number
of prizes, including the Elsevier-Vision Sciences Society Young Investigator
Award in 2013.

Big Data and the Brain: How we Learn to See
‘Stuff’ from Lots and Lots of Examples

How does the brain learn to see? When we are newborn, we can hardly

recognize anything by sight, yet by the time we are adults we have exquisite

visual and motor skills. Without touching objects we can make an incredible
range of visual judgments about their properties. We can see an object’s 3D shape, work out whether it is soft or hard,
fragile or durable, and anticipate how it is likely to respond if we try to squeeze it. Somehow, by looking at and
interacting with lots of 'Stuff’, we learn how to recognize it. In this talk, vision scientist Roland Fleming will discuss some
of the challenges that objects and materials pose to the visual system, and describe some of the amazing progress
researchers have recently made in using deep learning to build artificial visual systems that can see like humans.
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V-VSS 2021 Program

Club Vision

Wednesday, May 26, 4:00 - 6:00 pm EDT, Beach Join Zoom
Webinar

Join us at the end the conference for our second annual
Zoom-based dance party, where we will celebrate making it
through a challenging year. Bring your glow sticks, disco
lights, creative zoom backgrounds, and pent-up energy.

In addition to the dance floor (in the main Zoom room), you
can catch up with friends at the beach in Gather.Town.

Organized by Martin Rolfs, Alex White, & Stefan van der
Stigchel.
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Symposia

Early Processing of Foveal Vision
Friday, May 21, 8:00 - 10:00 am EDT, Talk Room 1 Join Zoom Webinar

Organizers: Lisa Ostrinl, David Brainard?, Lynne Kiorpes3; 1University of Houston College of Optometry, 2University of
Pennsylvania, 3New York University

This year's biennial ARVO at VSS symposium focuses on early stages of visual processing at the fovea. Speakers will
present recent work related to optical, vascular, and neural factors contributing to vision, as assessed with advanced
imaging techniques. The work presented in this session encompasses clinical and translational research topics, and
speakers will discuss normal and diseased conditions.

Wait for it: 20 years of temporal orienting
Friday, May 21, 8:00 - 10:00 am EDT, Talk Room 2 Join Zoom Webinar

Organizers: Nir Shalevl.2,3, Anna Christina (Kia) Nobrel2.3; 1Department of Experimental Psychology, University of
Oxford, 2Wellcome Centre for Integrative Neuroscience, University of Oxford, 3Oxford Centre for Human Brain Activity,
University of Oxford

Time is an essential dimension framing our behaviour. In considering adaptive behaviour in dynamic environments, it is
essential to consider how our psychological and neural systems pick up on temporal regularities to prepare for events
unfolding over time. The last two decades have witnessed a renaissance of interest in understanding how we orient
attention in time to anticipate relevant moments. New experimental approaches have proliferated and demonstrated how
we derive and utilise recurring temporal rhythms, associations, probabilities, and sequences to enhance perception. We
bring together researchers from across the globe exploring the fourth dimension of selective attention with
complementary approaches.

What we learn about the visual system by studying non-human primates:
Past, present and future

Friday, May 21, 2:30 - 4:30 pm EDT, Talk Room 1 Join Zoom Webinar

Organizers: Rich Krauzlis1, Michele Basso?; INational Eye Institute, 2Brain Research Institute, UCLA

Non-human primates (NHPs) are the premier animal model for understanding the brain circuits and neuronal properties
that accomplish vision. This symposium will take a "look back" at what we have learned about vision over the past 20
years by studying NHPs, and also "look forward" to the emerging opportunities provided by new techniques and
approaches. The 20th anniversary of VSS is the ideal occasion to present this overview of NHP research to the general
VSS membership, with the broader goal of promoting increased dialogue and collaboration between NHP and non-NHP
vision researchers.

What has the past 20 years of neuroimaging taught us about human vision
and where do we go from here?

Friday, May 21, 2:30 - 4:30 pm EDT, Talk Room 2 Join Zoom Webinar

Organizers: Susan Wardlel, Chris Bakerl; INational Institutes of Health

Over the past 20 years, neuroimaging methods have become increasingly popular for studying the neural mechanisms
of vision in the human brain. To celebrate 20 years of VSS this symposium will focus on the contribution that brain
imaging techniques have made to our field of vision science. The aim is to provide both a historical context and an
overview of current trends for the role of neuroimaging in vision science. This will lead to informed discussion about
what future directions will prove most fruitful for answering fundamental questions in vision science.

V-VSS 2021 Program 41


https://zoom.us/j/94064915652?pwd=bU5sR3pwY1hDRDlEZE1xVUpvRUhNQT09
https://zoom.us/j/94662664009?pwd=a2ROemtSRVZVUVFwK2pBemJMWUlOQT09
https://zoom.us/j/91584892625?pwd=eEdoTThZSXRXNm1VaHF4d1lLN2xhZz09
https://zoom.us/j/91276086634?pwd=NlpPcGxTNC9ySU9xN0U4cVAxdVliZz09

Feedforward & Recurrent Streams in Visual Perception
Monday, May 24, 9:30 - 11:30 am EDT, Talk Room 1 Join Zoom Webinar

Organizers: Shaul Hochsteinl, Merav Ahissar?; 1Life Sciences, Hebrew University, Jerusalem, 2Psychology, Hebrew
University, Jerusalem

Interactions of bottom-up and top-down mechanisms in visual perception are heatedly debated to this day. The aim of
the proposed symposium is to review the history, progress, and prospects of our understanding of the roles of
feedforward and recurrent processing streams. Where and how does top-down influence kick in? Is it off-line, as
suggested by some deep-learning networks? is it an essential aspect governing bottom-up flow at every stage, as in
predictive processing? We shall critically consider the continued endurance of these models, their meshing with current
state-of-the-art theories and accumulating evidence, and, most importantly, the outlook for future understanding.

What's new in visual development?
Monday, May 24, 9:30 - 11:30 am EDT, Talk Room 2 Join Zoom Webinar
Organizers: Oliver Braddickl, Janette Atkinson2; 1University of Oxford, 2University College London

Since 2000, visual developmental science has advanced beyond defining how and when basic visual functions emerge
during childhood. Advances in structural MRI, fMRI and near-infrared spectroscopy have identified localised visual brain
networks even in early months of life, including networks identifying objects and faces. Newly refined eye tracking has
examined how oculomotor function relates to the effects of visual experience underlying strabismus and amblyopia. New
evidence has allowed us to model developing visuocognitive processes such as decision-making and attention. This
symposium illustrates how such advances, ideas and challenges enhance understanding of visual development,
including infants and children with developmental disorders.
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Early Processing of Foveal Vision
Friday, May 21, 8:00 - 10:00 am EDT, Talk Room 1 Join Zoom Webinar

Organizers: Lisa Ostrinl, David Brainard2, Lynne Kiorpes3; 1University of Houston College of Optometry, 2University of
Pennsylvania, 3New York University
Speakers: Susana Marcos, Brian Vohnsen, Ann Elsner, and Juliette E. McGregor

This year's biennial ARVO at VSS symposium focuses on early stages of visual processing at the fovea. Speakers will
present recent work related to optical, vascular, and neural factors contributing to vision, as assessed with advanced
imaging techniques. The work presented in this session encompasses clinical and translational research topics, and
speakers will discuss normal and diseased conditions.

Foveal aberrations and the impact on vision
Susana Marcos?; linstitute of Optics, CSIC

Optical aberrations degrade the quality of images projected on the retina. The magnitude and orientation of the optical
aberrations vary dramatically across individuals. Changes also occur with processes such as accommodation, and
aging, and also with corneal and lens disease and surgery. Certain corrections such as multifocal lenses for presbyopia
modify the aberration pattern to create simultaneous vision or extended depth-of-focus. Ocular aberrometers have made
their way into the clinical practice. Besides, quantitative 3-D anterior segment imaging has allowed quantifying the
morphology and alignment of the cornea and lens, linking ocular geometry and aberrations through custom eye models,
and shedding light on the factors contributing to the optical degradation. However, perceived vision is affected by the
eye's aberrations in more ways than those purely predicted by optics, as the eye appears to be adapted to the
magnitude and orientation of its own optical blur. Studies using Adaptive Optics, not only reveal the impact of
manipulating the optical aberrations on vision, but also that the neural code for blur is driven by subject's own
aberrations.

The integrated Stiles-Crawford effect: understanding the role of pupil size
and outer-segment length in foveal vision
Brian Vohnsen?; 1Advanced Optical Imaging Group, School of Physics, University College Dublin, Ireland

The Stiles-Crawford effect of the first kind (SCE-I) describes a psychophysical change in perceived brightness related to
the angle of incidence of a ray of light onto the retina. The effect is commonly explained as being due to angular-
dependent waveguiding by foveal cones, yet the SCE-I is largely absent from similar-shaped rods suggesting that a
different mechanism than waveguiding is at play. To examine this, we have devised a flickering pupil method that
directly measures the integrated SCE-I for normal pupil sizes in normal vision rather than relying on mathematical
integration of the standard SCE-I function as determined with Maxwellian light. Our results show that the measured
effective visibility for normal foveal vision is related to visual pigment density in the three-dimensional retina rather than
waveguiding. We confirm the experimental findings with a numerical absorption model using Beer-Lambert's law for the
visual pigments.

Structure of cones and microvasculature in healthy and diseased eyes
Ann Elsnerl; lindiana University School of Optometry

There are large differences in the distribution of cones in the living human retina, with the density at the fovea varying
more than with greater eccentricities. The size and shape of the foveal avascular zone also varies across individuals,
and distances between capillaries can be greatly enlarged in disease. While diseases such as age-related macular
degeneration and diabetes impact greatly on both cones and retinal vessels, some cones can survive for decades
although their distributions become more irregular. Surprisingly, in some diseased eyes, cone density at retinal locations
outside those most compromised can exceed cone density for control subjects.
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Imaging of calcium indicators in retinal ganglion cells for understanding

foveal function
Juliette E. McGregorl; 1Centre for Visual Science, University of Rochester

The fovea mediates much of our conscious visual perception but is a delicate retinal structure that is difficult to
investigate physiologically using traditional approaches. By expressing the calcium indicator protein GCaMP6s in retinal
ganglion cells (RGCs) of the living primate we can optically read out foveal RGC activity in response to visual stimuli
presented to the intact eye. Pairing this with adaptive optics ophthalmoscopy it is possible to both present highly
stabilized visual stimuli to the fovea and read out retinal activity on a cellular scale in the living animal. This approach
has allowed us to map the functional architecture of the fovea at the retinal level and to classify RGCs in vivo based on
their responses to chromatic stimuli. Recently we have used this platform as a pre-clinical testbed to demonstrate
successful restoration of foveal RGC responses following optogenetic therapy.

< Symposia
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Wait for it: 20 years of temporal orienting
Friday, May 21, 8:00 - 10:00 am EDT, Talk Room 2 Join Zoom Webinar

Organizers: Nir Shalevl.2:3, Anna Christina (Kia) Nobrel.2.:3; 1Department of Experimental Psychology, University of
Oxford, 2Wellcome Centre for Integrative Neuroscience, University of Oxford, 30Oxford Centre for Human Brain Activity,
University of Oxford

Speakers: Jennifer Coull, Rachel Denison, Shlomit Yuval-Greenberg, Nir Shalev, Sander Los, and Assaf Breska

The study of temporal preparation in guiding behaviour adaptively and proactively has long roots, traceable at least as
far back as Wundt (1887). Additional forays into exploring the temporal dimension of anticipatory attention resurfaced
during the early years of cognitive psychology. But, the field of selective temporal attention has undoubtedly blossomed
in the last twenty years. In 1998, Coull and Nobre introduced a temporal analogue of the visual spatial orienting
paradigm (Posner, 1980), demonstrating sizeable and reproducible effects of temporal orienting, as well as ushering in
studies to study its neural systems and mechanisms. The studies built on seminal psychological demonstrations of
auditory perceptual facilitation by temporal rhythms (Jones, 1976).

Over the ensuing years, investigating ‘when we attend’ has become increasingly mainstay. Today we recognise that our
psychological and neural systems extract temporal information from recurring temporal rhythms, associations,
probabilities, and sequences to enhance perception in the various modalities as well as across them. Sophisticated
experimental designs have been developed, and various approaches have been applied to investigate the principles of
selective temporal attention. Are there dedicated systems for anticipating events in time leading to a common set of
modulatory functions? Or, are mechanisms for temporal orienting embedded within task-specific systems and dependent
on the nature of the available temporal regularities (e.g., rhythms or associations).

In the following symposium, we illustrate contemporary research on selective temporal attention by bringing together
researchers from across the globe and using complementary approaches. Across the presentations, researchers
explore the roles of temporal rhythms, associations, probabilities, and sequences using psychophysics, eye movements,
neural measurements, neuropsychology, developmental psychology, and theoretical models. In a brief introduction,
Coull and Nobre will comment on the context of their initial temporal orienting studies and on the major strands and
developments in the field.

The first research presentation by Rachel Denison (with Marisa Carrasco) will introduce behavioural and
neurophysiological studies demonstrating the selective nature of temporal attention and its relative costs and benefits to
performance. The second presentation by Shlomit Yuval-Greenberg will show how anticipatory temporal attention
influences oculomotor behaviour, with converging evidence from saccades, micro-saccades, and eye-blinks. The third
presentation by Nir Shalev (with Sage Boettcher) will show how selective temporal attention generalises to dynamic and
extended visual search contexts, picking up on learned conditional probabilities to guide perception and eye movement
in adults and in children. The fourth presentation by Assaf Breska will provide evidence for a double dissociation
between temporal attention based on temporal rhythms vs. associations by comparing performance of individuals with
lesions in the cerebellum vs. basal ganglia. The final presentation by Sander Los will introduce a theoretical and
computational model that proposes to account to various effects of temporal orienting across multiple time spans — from
between successive trials to across contexts.

A panel discussion will follow, to consider present and forthcoming research challenges and opportunities. In addition to
considering current issues in selective temporal attention, our aim is to lure our static colleagues into the temporal
dimension.

20 years of temporal orienting: an introduction

Jennifer Coulll.2, Anna Christina Nobre3:4.5; 1Aix-Marseille Universite, France, 2French National Center for Scientific
Research (CNRS), 3Department of Experimental Psychology, University of Oxford, 4Wellcome Centre for Integrative
Neuroscience, University of Oxford, >Oxford Centre for Human Brain Activity, University of Oxford

In a brief introduction to the symposium, we will spell out the main questions and issues framing cognitive neuroscience
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studies of attention when we conducted our first temporal orienting combining behavioural methods with PET, fMRI, and
ERPS. We will reflect on the strands of research at the time which helped guide our thinking and interpretation of results;
and then consider the rich, varied, and many ways in which the temporal attention field has evolved into its exciting,
dynamic, and multifaceted guise.

The dynamics of temporal attention
Rachel Denisonl, Marisa Carrascol; 1Department of Psychology, New York University

Selection is the hallmark of attention: processing improves for attended items but is relatively impaired for unattended
items. It is well known that visual spatial attention changes sensory signals and perception in this selective fashion. In
the research we will present, we asked whether and how attentional selection happens across time. Specifically, we
investigated voluntary temporal attention, the goal-driven prioritization of visual information at specific points in time.
First, our experiments revealed that voluntary temporal attention is selective, resulting in perceptual tradeoffs across
time. Perceptual sensitivity increased at attended times and decreased at unattended times, relative to a neutral
condition in which observers were instructed to sustain attention. Temporal attention changed the precision of orientation
estimates, as opposed to an all-or-none process, and it was similarly effective at different visual field locations (fovea,
horizontal meridian, vertical meridian). Second, we measured microsaccades and found that directing voluntary temporal
attention increases the stability of the eyes in anticipation of a brief, attended stimulus, improving perception. Attention
affected microsaccade dynamics even for perfectly predictable stimuli. Precisely timed gaze stabilization can therefore
be an overt correlate of the allocation of temporal attention. Third, we developed a computational model of dynamic
attention, which incorporates normalization and dynamic gain control, and accounts for the time-course of perceptual
tradeoffs. Altogether, this research shows how voluntary temporal attention increases perceptual sensitivity at
behaviorally relevant times, and helps manage inherent limits in visual processing across short time intervals. This
research advances our understanding of attention as a dynamic process.

Oculomotor inhibition as a correlate of temporal orienting

Shlomit Yuval-Greenbergl.2, Noam Tall, Dekel Abelesl; 1School of Psychological Sciences, Tel-Aviv University, 2Sagol
School of Neuroscience, Tel-Aviv University

Temporal orienting in humans is typically assessed by measuring classical behavioral measurements, such as reaction
times (RTs) and accuracy-rates, and by examining electrophysiological responses. But these methods have some
disadvantages: RTs and accuracy-rates provide only retrospective estimates of temporal orientation, and
electrophysiological markers are often difficult to interpret. Fixational eye movements, such as microsaccades, occur
continuously and involuntarily even when observers attempt to suppress them by holding steady fixation. These
continuous eye movements can provide reliable and interpretable information on fluctuations of cognitive states across
time, including those that are related to temporal orienting. In a series of studies, we show that temporal orienting is
associated with the inhibition of oculomotor behaviors, including saccades, microsaccades and eye-blinks. First, we
show that eye movements are inhibited prior to predictable visual targets. This effect was found for targets that were
anticipated either because they were embedded in a rhythmic stream of stimulation or because they were preceded by
an informative temporal cue. Second, we show that this effect is not specific to the visual modality but is present also for
temporal orienting in the auditory modality. Last, we show that the oculomotor inhibition effect of temporal orienting is
related to the construction of expectations and not to the estimation of interval duration, and also that it reflects a local
trial-by-trial anticipation rather than a global arousal state. We conclude that pre-target inhibition of oculomotor behaviors
is a reliable correlate of temporal orienting processes of various types and modalities.

Spatial-temporal predictions in a dynamic visual search

Nir Shalev1.2.3, Sage Boettcherl.2:3, Anna Christina Nobrel.2.3; 1Department of Experimental Psychology, University of
Oxford, 2Wellcome Centre for Integrative Neuroscience, University of Oxford, 30xford Centre for Human Brain Activity,
University of Oxford

Our environment contains many regularities that allow the anticipation of upcoming events. Waiting for a traffic light to
change, an elevator to arrive, or using a toaster: all contain temporal ‘rules’ that can be learned and used to improve
performance. We investigated the guidance of spatial attention based on spatial-temporal associations using a dynamic
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variation of a visual search task. On each trial, individuals searched for eight targets among distractors, all fading in and
out of the display at different locations and times. The screen was split into four distinct quadrants. Crucially, we
rendered four targets predictable by presenting them repeatedly in the same quadrants and times throughout the task.
The other four targets were randomly distributed in their locations and onsets. At the first part of our talk, we will show
that participants are faster and more accurate in detecting predictable targets. We identify this benefit when testing both
young adults (age 18-30), and in a cohort of young children (age 5-6). At the second part of the talk, we will present a
further inquiry about the source of the behavioural benefit, contrasting sequential-priming vs. memory guidance. We do
so by introducing two more task variations: one in which the onsets and locations of all targets occasionally repeated in
successive trials; and one in which the trial pattern was occasionally violated. The results suggest that both factors, i.e.,
priming and memory, provide a useful source for guiding attention.

Is temporal orienting a voluntary and controlled process?
Sander Los?, Martijn Meeterl, Wouter Kruijne?; 1Vrije Universiteit Amsterdam, 2University of Groningen

Temporal orienting involves the allocation of attentional resources to future points in time to facilitate the processing of
an expected target stimulus. To examine temporal orienting, studies have varied the foreperiod between a warning
stimulus and a target stimulus, with a cue specifying the duration of the foreperiod at the start of each trial with high
validity (typically 80%). It has invariably been found that the validity of the cue has a substantial behavioral effect
(typically expressed in reaction times) on short-foreperiod trials but not on long-foreperiod trials. The standard
explanation of this asymmetry starts with the idea that, at the start of each trial, the participant voluntarily aligns the
focus of attention with the moment specified by the cue. On short foreperiod trials, this policy leads to an effect of cue
validity, reflecting differential temporal orienting. By contrast, on long-foreperiod trials, an initially incorrect early focus of
attention (induced by an invalid cue) will be discovered during the ongoing foreperiod, allowing re-orienting toward a
later point in time, thus preventing behavioral costs. In this presentation, we challenge this view. Starting from our recent
multiple trace theory of temporal preparation (MTP), we developed an alternative explanation based on the formation of
associations between the specific cues and foreperiods. We will show that MTP accounts naturally for the typical
findings in temporal orienting without recourse to voluntary and controlled processes. We will discuss initial data that
serve to distinguish between the standard view and the view derived from MTP.

Distinct mechanisms of rhythm- and interval-based attention shifting in time

Assaf Breskal; 1Department of Psychology, University of California, Berkeley, 2Helen Wills Neuroscience Institute,
University of California, Berkeley

A fundamental principle of brain function is the use of temporal regularities to predict the timing of upcoming events and
proactively allocate attention in time accordingly. Historically, predictions in rhythmic streams were explained by
oscillatory entrainment models, whereas predictions formed based on associations between cues and isolated interval
were explained by dedicated interval timing mechanisms. A fundamental question is whether predictions in these two
contexts are indeed mediated by distinct mechanisms, or whether both rely on a single mechanism. | will present a
series of studies that combined behavioral, electrophysiological, neuropsychological and computational approached to
investigate the cognitive and neural architecture of rhythm- and interval-based predictions. | will first show that temporal
predictions in both contexts similarly modulate behavior and anticipatory neural dynamics measured by EEG such as
ramping activity, as well as phase-locking of delta-band activity, previously taken as signature of oscillatory entrainment.
Second, | will show that cerebellar degeneration patients were impaired in forming temporal predictions based on
isolated intervals but not based on rhythms, while Parkinson’s disease patients showed the reverse pattern. Finally, | will
demonstrate that cerebellar degeneration patients show impaired temporal adjustment of ramping activity and delta-
band phase-locking, as well as timed suppression of beta-band activity during interval-based prediction. Using
computational modelling, | will identify the aspects of neural dynamics that prevail in rhythm-based prediction despite
impaired interval-based prediction. To conclude, | will discuss implications for rhythmic entrainment and interval timing
models, and the role of subcortical structures in temporal prediction and attention.

< Symposia
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What we learn about the visual system by studying non-
human primates: Past, present and future

Friday, May 21, 2:30 - 4:30 pm EDT, Talk Room 1 Join Zoom Webinar

Organizers: Rich Krauzlisl, Michele Basso?; INational Eye Institute, 2Brain Research Institute, UCLA
Speakers: Ziad Hafed, Farran Briggs, Jude Mitchell, Marlene Cohen, Nicole Rust, and Bevil Conway

The symposium includes six highly regarded mid-career and junior investigators (Ziad Hafed, Farran Briggs, Jude
Mitchell, Marlene Cohen, Nicole Rust, Bevil Conway) who use NHPs to study a range of topics (e.g., attention, eye
movements, object and color perception) of interest to the VSS membership.

Ziad Hafed will review how an observation about fixations made about twenty years led to a much deeper understanding
of the causes and implications of the correlation between attention and microsaccades. Subsequent research also
illuminates highly intriguing new questions about the integration of early visual processing capabilities in late motor
control brainstem structures. These issues highlight the importance of approaching vision science from an active
perspective incorporating the interplay between vision and eye movements.

Farran Briggs will describe a series of approaches using traditional and modern tools to explore how cortical feedback
influences early visual processing. Transformations in visual signals traversing the feedforward retino-geniculo-cortical
pathways are well understood, but the contribution of corticogeniculate feedback to visual perception is less clear.
Through examinations of the morphology, physiology and function of corticogeniculate neurons, a new hypothesis
emerges in which corticogeniculate feedback regulates the timing and precision of feedforward visual signal
transmission.

Jude Mitchell will discuss how visual tasks have evolved over the past twenty years. Fixation paradigms have added
much to our understanding but sidestep the dynamics of natural vision in which peripheral targets are selected (pre-
saccadic attention) and brought to the fovea for detailed inspection (trans-saccadic integration). Jude will describe the
application of free-viewing paradigms in the marmoset monkey to examine processing in visual cortex and the dynamics
of selective attention across the saccade-to-fixation cycle.

Marlene Cohen will describe insights in understanding populations of neurons. Twenty years ago, most NHP work
focused on the activity of single neurons and relatively simple stimuli and behaviors. It is now possible to record from
many neurons in multiple brain areas while monkeys make judgments about a variety of stimulus properties. Marlene will
describe recent work showing that these complex data sets can reveal strikingly simple relationships between neuronal
populations and visual perception.

Nicole Rust will discuss how deep artificial neural networks (DANNS) have advanced our understanding of visual
function. Work over the past twenty years has demonstrated striking parallels between DANNS trained to categorize
objects and the functional organization of the primate ventral visual pathway. Nicole will describe work showing that
DANNSs serve not only as models for object identification, but also extend to other visual behaviors including ‘image
memorability’ — why some images are better remembered than others.

Bevil Conway will discuss how functional MRI in NHPs has advanced our understanding of the ventral visual pathway.
Combining fMRI with neurophysiology has facilitated the systematic study of extrastriate cortex, guided targeted
recordings from neurons in functionally identified patches of cortex, and provided direct comparisons of brain activity in
humans and monkeys. This work underscores the importance of understanding how functionally identified populations of
neurons interact to enable perception of colors, objects, places and faces.

A vision for orienting in subcortical oculomotor control areas
Ziad Hafed!; 1Eberhard Karls Universitat Tiibingen

Ziad Hafed will review how an observation about fixational eye movements, first described about 20 years ago, led to a
series of studies exploring the brain circuits that control both attention and saccades. We now have a much deeper
understanding of the underlying roots and implications of the correlation between attention and microsaccades, the role
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of subcortical and cortical visual structures in this process, and the importance of approaching vision from an active,
rather than passive, perspective.

The role of corticogeniculate feedback in visual perception
Farran Briggs?; University of Rochester

Farran Briggs will describe a series of approaches using traditional and modern tools to explore how cortical feedback
influences early visual processing. Transformations in visual signals traversing the feedforward retino-geniculo-cortical
pathways are well understood, but the contribution of corticogeniculate feedback to visual perception is less clear.
Through examinations of the morphology, physiology and function of corticogeniculate neurons, a new hypothesis
emerges in which corticogeniculate feedback regulates the timing and precision of feedforward visual signal
transmission.

Neural circuits for pre-saccadic attention in the marmoset monkey
Jude Mitchelll; 1University of Rochester

Jude Mitchell will describe the role of different classes of neurons in visual cortex. Over the past twenty years, there
have been major advances towards manipulating and tagging different neuronal classes, and new molecular and
recording techniques that distinguish cell class are now becoming available for use in NHPs. Jude will describe the
application of these approaches in the marmoset monkey to understand how eye movements modulate early sensory
processing as a function of cell class and cortical layer.

Multi-neuron approaches to studying visual perception and decision-making
Marlene Cohen?; 1University of Pittsburgh

Marlene Cohen will describe insights in understanding populations of neurons. Twenty years ago, most NHP work
focused on the activity of single neurons and relatively simple stimuli and behaviors. It is now possible to record from
many neurons in multiple brain areas while monkeys make judgments about a variety of stimulus properties. Marlene will
describe recent work showing that these complex data sets can reveal strikingly simple relationships between neuronal
populations and visual perception.

Deep artificial neural networks as models of vision and visual memory
Nicole Rust!; lUniversity of Pennsylvania

Nicole Rust will discuss the contributions of deep atrtificial neural networks (DANNS) to our understanding of visual
cortical function. Work over the past twenty years has demonstrated striking parallels between DANNSs trained to
categorize objects and the functional organization of the primate ventral visual pathway. Nicole will describe recent work
showing that DANNS serve not only as models for object identification, but also extend to other visual behaviors
including ‘image memorability’, or the variation with which some images are better remembered than others.

Parallel multi-stage processing of inferior temporal cortex: faces, objects,
colors and places
Bevil Conway?; INational Eye Institute

Bevil Conway will discuss how functional MRI in NHPs has advanced our understanding of the ventral visual pathway.
Combining fMRI with neurophysiology has facilitated the systematic study of extrastriate cortex, guided targeted
recordings from neurons in functionally identified patches of cortex, and provided a direct comparison of brain activity in
humans and monkeys. This work underscores the importance of understanding how functionally identified populations of
neurons interact to enable perception of colors, objects, places and faces.
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What has the past 20 years of neuroimaging taught us
about human vision and where do we go from here?

Friday, May 21, 2:30 - 4:30 pm EDT, Talk Room 2 Join Zoom Webinar

Organizers: Susan Wardlel, Chris Bakerl; INational Institutes of Health
Speakers: Aina Puce, Frank Tong, Geoffrey K. Aguirre, Justin Gardner, and Marieke Mur

Over the past 20 years, neuroimaging methods have become increasingly popular for studying the neural mechanisms
of vision in the human brain. To celebrate 20 years of VSS this symposium will focus on the contribution that brain
imaging techniques have made to our field of vision science. In the year 2000, we knew about retinotopy and category-
selectivity, but neuroimaging was still evolving. Now in 2020, the field is taking an increasingly computational approach
to applying neuroimaging data to understanding questions about vision. The aim of this symposium is to provide both a
historical context and a forward-focus for the role of neuroimaging in vision science. Our speakers are a diverse mix of
pioneering researchers in the field who applied neuroimaging in the early days of the technique, and those who have
more recently continued to push the field forward by creative application of imaging techniques. We have also selected
speakers who use a range of different methodological approaches to investigate both low-level and high-level vision,
including computational and modeling techniques, multivariate pattern analysis and representational similarity analysis,
and methods that aim to link brain to behavior.

The session will begin with a short 5-10 min Introductory talk by Susan Wardle to provide context for the symposium.
Talks by the five selected speakers will be 20 minutes each; with 1-2 mins available for clarification questions after each
talk. The session will end with a longer 10-15 min general discussion period. In the first talk, Aina Puce will consider the
contribution made by multiple neuroimaging techniques such as fMRI and M/EEG towards understanding the social
neuroscience of face perception, and how technological advances are continuing to shape the field. In the second talk,
Frank Tong will discuss progress made in understanding top-down feedback in the visual system using neuroimaging,
predictive coding models, and deep learning networks. In the third talk, Janneke Jehee will argue that a crucial next step
in visual neuroimaging is to connect cortical activity to behavior, using perceptual decision-making as an illustrative
example. In the fourth talk, Justin Gardner will discuss progress made in using neuroimaging to link cortical activity to
human visual perception, with a focus on quantitative linking models. In the final talk, Marieke Mur will reflect on what
fMRI has taught us about high-level visual processes, and outline how understanding the temporal dynamics of object
recognition will play an important role in the development of the next generation of computational models of human
vision.

Overall, the combination of a historical perspective and an overview of current trends in neuroimaging presented in this
symposium will lead to informed discussion about what future directions will prove most fruitful for answering
fundamental questions in vision science.

Technological advances are the scaffold for propelling science forward in
social neuroscience
Aina Puce?l; lindiana University

Over the last 20 years, neuroimaging techniques [e.g. EEG/MEG, fMRI] were used to map neural activity within a core
and extended brain network to study how we use social information from faces. By the 20th century’s end, neuroimaging
methods had identified the building blocks of this network, but how these parts came together to make a whole was
unknown. In 20 years, technological advances in data acquisition and analysis have occurred in a number of spheres.
First, network neuroscience has progressed our understanding of which brain regions functionally connect with one
another on a regular basis. Second, improvements in white matter tract tracing have allowed putative underlying white
matter pathways to be identified for some functional networks. Third, [non-]invasive brain stimulation has allowed the
identification of some causal relationships between brain activity and behavior. Fourth, technological developments in
portable EEG and MEG systems propelled social neuroscience out of the laboratory and into the [ecologically valid] wide
world. This is changing activation task design as well as data analysis. Potential advantages of these ‘wild type’
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approaches include the increased signal-to-noise provided by a live interactive 3D visual stimulus e.g. another human
being, instead of an isolated static face on a computer monitor. Fifth, work with machine learning algorithms has begun
to differentiate brain/non-brain activity in these datasets. Finally, we are finally ‘putting the brain back into the body’ —
whereby recordings of brain activity are made in conjunction with physiological signals including EKG, EMG, pupil
dilation, and eye position.

Understanding the functional roles of top-down feedback in the visual
system
Frank Tong?; 1Vanderbilt University

Over the last 20 years, neuroimaging techniques have shed light on the modulatory nature of top-down feedback signals
in the visual system. What is the functional role of top-down feedback and might there be multiple types of feedback that
can be implemented through automatic and controlled processes? Studies of voluntary covert attention have
demonstrated the flexible nature of attentional templates, which can be tuned to particular spatial locations, visual
features or to the structure of more complex objects. Although top-down feedback is typically attributed to visual
attention, there is growing evidence that multiple forms of feedback exist. Studies of visual imagery and working memory
indicate the flexible nature of top-down feedback from frontal-parietal areas to early visual areas for maintaining and
manipulating visual information about stimuli that are no longer in view. Theories of predictive coding propose that higher
visual areas encode feedforward signals according to learned higher order patterns, and that any unexplained
components are fed back as residual error signals to lower visual areas for further processing. These feedback error
signals may serve to define an image region as more salient, figural, or stronger in apparent contrast. Here, | will discuss
both theory and supporting evidence of multiple forms of top-down feedback, and consider how deep learning networks
can be used to evaluate the utility of predictive coding models for understanding vision. | will go on to discuss what
important questions remain to be addressed regarding the nature of feedback in the visual system.

Retinotopic mapping as a methodological engine of vision science fMRI
Geoffrey K. Aguirrel; 1University of Pennsylvania

A fundamental property of the human visual system is the orderly representation of the retinotopic map across cortical
visual areas. Thousands of people have undergone measurement of the cortical retinotopic map using fMRI, both for the
purpose of studying the maps themselves, and as a prelude to the study of neural responses within the cortical visual
areas. Investigators who obtain these data have worked steadily to improve every aspect of the collection, analysis, and
interpretation of retinotopic maps. These methodological improvements have extended past the boundaries of map
making, and now influence fMRI studies of all aspects of the visual system. Digital segmentation and unfolding of the
cortical surface makes plain the regularity of cortical organization. The software tools that enable this feat became
available to the scientific community twenty years ago, granting us all the ability to see what Gordon Holmes had to
imagine. A new way of thinking about fMRI data was driven by the development of the population receptive field (pRF)
technique. Instead of a focus upon the presence or absence of fMRI activity, we are invited instead to consider the
parameters of a “forward model” that expresses neural response as a transformation of the stimulus. Finally, retinotopic
mapping can now incorporate the influence of anatomical priors that underpin the organization of the cortical visual
system at large and small scales. These and further advances in stimulus control, naturalistic stimuli, validation datasets,
and eye tracking promise better maps, and exciting new vision science.

Using neuroimaging to link cortical activity to human visual perception
Justin Gardnerl; 1Stanford University

Over the last 20 years, human neuroimaging, in particular BOLD imaging, has become the dominant technique for
determining visual field representations and measuring selectivity to various visual stimuli in the human cortex. Indeed,
BOLD imaging has proven decisive in settling long standing disputes that other techniques such as electrophysiological
recordings of single neurons provided only equivocal evidence for. For example, by showing that cognitive influences
due to attention or perceptual state could be readily measured in so-called early sensory areas. Part of this success is
due to the ability to make precise behavioral measurements through psychophysics in humans which can quantitatively
measure such cognitive effects. Leveraging this ability to make quantitive behavioral measurements with concurrent

V-VSS 2021 Program 51



measurement of cortical activity with BOLD imaging, we can provide answers to a central question of visual
neuroscience: What is the link between cortical activity and perceptual behavior? To make continued progress in the
next 20 years towards answering this question, we must turn to quantitative linking models that formalize hypothesized
relationships between cortical activity and perceptual behavior. Such quantitative linking models are falsifiable
hypotheses whose success or failure can be determined by their ability or inability to quantitatively account for
behavioral and neuroimaging measurements. These linking models will allow us to determine the cortical mechanisms
that underly visual perception and account for cognitive influences such as attention on perceptual behavior.

High-level vision: from category selectivity to representational geometry
Marieke Murl; IWestern University, London ON, Canada

Over the last two decades, functional magnetic resonance imaging (fMRI) has provided important insights into the
organization and function of the human visual system. In this talk, | will reflect on what fMRI has taught us about high-
level visual processes, with an emphasis on object recognition. The discovery of object-selective and category-selective
regions in high-level visual cortex suggested that the visual system contains functional modules specialized for
processing behaviourally relevant object categories. Subsequent studies, however, showed that distributed patterns of
activity across high-level visual cortex also contain category information. These findings challenged the idea of category-
selective modules, suggesting that these regions may instead be clusters in a continuous feature map. Consistent with
this organizational framework, object representations in high-level visual cortex are at once categorical and continuous:
the representational code emphasizes category divisions of longstanding evolutionary relevance while still distinguishing
individual images. This body of work provides important insights on the nature of high-level visual representations, but it
leaves open how these representations are dynamically computed from images. In recent years, deep neural networks
have begun to provide a computationally explicit account of how the ventral visual stream may transform images into
meaningful representations. | will close off with a discussion on how neuroimaging data can benefit the development of
the next generation of computational models of human vision and how understanding the temporal dynamics of object
recognition will play an important role in this endeavor.
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Feedforward & Recurrent Streams in Visual Perception
Monday, May 24, 9:30 - 11:30 am EDT, Talk Room 1 Join Zoom Webinar

Organizers: Shaul Hochsteinl, Merav Ahissar?; 1Life Sciences, Hebrew University, Jerusalem, 2Psychology, Hebrew
University, Jerusalem
Speakers: Jeremy M Wolfe, Shaul Hochstein, Catherine Tallon-Baudry, James DiCarlo, and Merav Ahissar

Forty years ago, Anne Treisman presented Feature Integration Theory (FIT; Treisman & Gelade, 1980). FIT proposed a
parallel, preattentive first stage and a serial second stage controlled by visual selective attention, so that search tasks
could be divided into those performed by the first stage, in parallel, and those requiring serial processing and further
“binding” in an object file (Kahneman, Treisman, & Gibbs, 1992).

Ten years later, Jeremy Wolfe expanded FIT with Guided Search Theory (GST), suggesting that information from the
first stage could guide selective attention in the second (Wolfe, Cave & Franzel, 1989; Wolfe, 1994). His lab’s recent
visual search studies enhanced this theory (Wolfe, 2007), including studies of factors governing search (Wolfe &
Horowitz, 2017), hybrid search (Wolfe, 2012; Nordfang, Wolfe, 2018), and scene comprehension capacity (Wick ...
Wolfe, 2019).

Another ten years later, Shaul Hochstein and Merav Ahissar proposed Reverse Hierarchy Theory (RHT; Hochstein,
Ahissar, 2002), turning FIT on its head, suggesting that early conscious gist perception, like early generalized perceptual
learning (Ahissar, Hochstein, 1997, 2004), reflects high cortical level representations. Later feedback, returning to lower
levels, allows for conscious perception of scene details, already represented in earlier areas. Feedback also enables
detail-specific learning. Follow up found that top-level gist perception primacy leads to the counter-intuitive results that
faces pop out of heterogeneous object displays (Hershler, Hochstein, 2005), individuals with neglect syndrome are
better at global tasks (Pavlovskaya ... Hochstein, 2015), and gist perception includes ensemble statistics (Khayat,
Hochstein, 2018, 2019; Hochstein et al., 2018). Ahissar’s lab mapped RHT dynamics to auditory systems (Ahissar,
2007; Ahissar etal., 2008) in both perception and successful/failed (from developmental disabilities) skill acquisition
(Lieder ... Ahissar, 2019)

James DiCarlo has been pivotal in confronting feedforward-only versus recurrency-integrating network models of extra-
striate cortex, considering animal/human behavior (DiCarlo, Zoccolan, Rust, 2012; Yarmins ... DiCarlo, 2014; Yamins,
DiCarlo, 2016). His large-scale electrophysiology recordings from behaving primate ventral stream, presented with
challenging object-recognition tasks, relate directly to whether recurrent connections are critical or superfluous (Kar ...
DiCarlo, 2019). He recently developed combined deep artificial neural network modeling, synthesized image
presentation, and electrophysiological recording to control neural activity of specific neurons and circuits (Bashivan, Kar,
DiCarlo, 2019).

Cathrine Tallon-Baudry uses MEG/EEG recordings to study neural correlates of conscious perception (Tallon-Baudry,
2012). She studied roles of human brain oscillatory activity in object representation and visual search tasks (Tallon-
Baudry, 2009), analyzing effects of attention and awareness (Wyart, Tallon-Baudry, 2009). She has directly tested, with
behavior and MEG recording, implications of hierarchy and reverse hierarchy theories, including global information
processing being first and mandatory in conscious perception (Campana, Tallon-Baudry, 2013; Campana ... Tallon-
Baudry, 2016)

In summary, bottom-up versus top-down processing theories reflect on the essence of perception: the dichotomy of
rapid vision-at-a-glance versus slower vision-with-scrutiny, roles of attention, hierarchy of visual representation levels,
roles of feedback connections, sites and mechanisms of various visual phenomena, and sources of perceptual/cognitive
deficits (Neglect, Dyslexia, ASD). Speakers at the proposed symposium will address these issues with both a historical
and forward looking perspective.

Is Guided Search 6.0 compatible with Reverse Hierarchy Theory
Jeremy M Wolfel; IHarvard Medical School and Visual Attention Lab Brigham & Women's Hospital

It has been 30 years since the first version of the Guided Search (GS) model of visual search was published. As new
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data about search accumulated, GS needed modification. The latest version is GS6. GS argues that visual processing is
capacity-limited and that attention is needed to “bind” features together into recognizable objects. The core idea of GS is
that the deployment of attention is not random but is “guided” from object to object. For example, in a search for your
black shoe, search would be guided toward black items. Earlier versions of GS focused on top-down (user-driven) and
bottom-up (salience) guidance by basic features like color. Subsequent research adds guidance by history of search
(e.g. priming), value of the target, and, most importantly, scene structure and meaning. Your search for the shoe will be
guided by your understanding of the scene, including some sophisticated information about scene structure and
meaning that is available “preattentively”. In acknowledging the initial, preattentive availability of something more than
simple features, GS6 moves closer to ideas that are central to the Reverse Hierarchy Theory of Hochstein and Ahissar.
As is so often true in our field, this is another instance where the answer is not Theory A or Theory B, even when they
seem diametrically opposed. The next theory tends to borrow and synthesize good ideas from both predecessors.

Gist perception precedes awareness of details in various tasks and
populations
Shaul Hochsteinl; 1Life Sciences, Hebrew University, Jerusalem

Reverse Hierarchy Theory proposes several dramatic propositions regarding conscious visual perception. These include
the suggestion that, while the visual system receives scene details and builds from them representations of the objects,
layout, and structure of the scene, nevertheless, the first conscious percept is that of the gist of the scene — the result of
implicit bottom-up processing. Only later does conscious perception attain scene details by return to lower cortical area
representations. Recent studies at our lab analyzed phenomena whereby participants receive and perceive the gist of
the scene before and without need for consciously knowing the details from which the gist is constructed. One striking
conclusion is that “pop-out” is an early high-level effect, and is therefore not restricted to basic element features. Thus,
faces pop-out from heterogeneous objects, and participants are unaware of rejected objects. Our recent studies of
ensemble statistics perception find that computing set mean does not require knowledge of its individuals. This
mathematically-improbable computation is both useful and natural for neural networks. | shall discuss just how and why
set means are computed without need for explicit representation of individuals. Interestingly, our studies of neglect
patients find that their deficit is in terms of tasks requiring focused attention to local details, and not for those requiring
only global perception. Neglect patients are quite good at pop-out detection and include left-side elements in ensemble
perception.

From global to local in conscious vison: behavior & MEG
Catherine Tallon-Baudryl; 1ICNRS Cognitive Neuroscience, Ecole Normale Supérieure, Paris

The reverse hierarchy theory makes strong predictions on conscious vision. Local details would be processed in early
visual areas before being rapidly and automatically combined into global information in higher order area, where
conscious percepts would initially emerge. The theory thus predicts that consciousness arises initially in higher order
visual areas, independently from attention and task, and that additional and optional attentional processes operating
from top to bottom are needed to retrieve local details. We designed novel textured stimuli that, as opposed to Navon's
letters, are truly hierarchical. Taking advantage of both behavioral measures and of the decoding of MEG data, we show
that global information is consciously perceived faster than local details, and that global information is computed
regardless of task demands during early visual processing. These results support the idea that global dominance in
conscious percepts originates in the hierarchical organization of the visual system. Implications for the nature of
conscious visual experience and its underlying neural mechanisms will be discussed.

Next-generation models of recurrent computations in the ventral visual
stream
James DiCarlol; INeuroscience, McGovern Inst. & Brain & Cognitive Sci., MIT

Understanding mechanisms underlying visual intelligence requires combined efforts of brain and cognitive scientists,
and forward engineering emulating intelligent behavior (“Al engineering”). This “reverse-engineering” approach has
produced more accurate models of vision. Specifically, a family of deep artificial neural-network (ANN) architectures
arose from biology’s neural network for object vision — the ventral visual stream. Engineering advances applied to this
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ANN family produced specific ANNs whose internal in silico “neurons” are surprisingly accurate models of individual
ventral stream neurons, that now underlie artificial vision technologies. We and others have recently demonstrated a
new use for these models in brain science — their ability to design patterns of light energy images on the retina that
control neuronal activity deep in the brain. The reverse engineering iteration loop — respectable ANN models to new
ventral stream data to even better ANN models — is accelerating. My talk will discuss this loop: experimental
benchmarks for in silico ventral streams, key deviations from the biological ventral stream revealed by those
benchmarks, and newer in silico ventral streams that partly close those differences. Recent experimental benchmarks
argue that automatically-evoked recurrent processing is critically important to even the first 300msec of visual
processing, implying that conceptually simpler, feedforward only, ANN models are no longer tenable as accurate in silico
ventral streams. Our broader aim is to nurture and incentivize next generation models of the ventral stream via a
community software platform termed “Brain-Score” with the goal of producing progress that individual research groups
may be unable to achieve.

Visual and non-visual skill acquisition — success and failure
Merav Ahissarl; 1Psychology Department, Social Sciences & ELSC, Hebrew University, Israel

Acquiring expert skills requires years of experience — whether these skills are visual (e.g. face identification), motor
(playing tennis) or cognitive (mastering chess). In 1977, Shiffrin & Schneider proposed an influential stimulus-driven,
bottom-up theory of expertise automaticity, involving mapping stimuli to their consistent response. Integrating many
studies since, | propose a general, top-down theory of skill acquisition. Novice performance is based on the high-level
multiple-demand (Duncan, 2010) fronto-parietal system, and with practice, specific experiences are gradually
represented in lower-level domain-specific temporal regions. This gradual process of learning-induced reverse-
hierarchies is enabled by detection and integration of task-relevant regularities. Top-down driven learning allows
formation of task-relevant mapping and representations. These in turn form a space which affords task-consistent
interpolations (e.g. letters in a manner crucial for letter identification rather than visual similarity). These dynamics
characterize successful skills. Some populations, however, have reduced sensitivity to task-related regularities,
hindering their related skill acquisition, preventing specific expertise acquisition even after massive training. | propose
that skill-acquisition failure, perceptual as cognitive, reflects specific difficulties in detecting and integrating task-relevant
regularities, impeding formation of temporal-area expertise. Such is the case for individuals with dyslexia (reduced
retention of temporal regularities; Jaff-Dax et al., 2017), who fail to form an expert visual word-form area, and for
individuals with autism (who integrate regularities too slowly for online updating; Lieder et al., 2019). Based on this
general conceptualization, | further propose that this systematic impediment.
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What's new in visual development?
Monday, May 24, 9:30 - 11:30 am EDT, Talk Room 2 Join Zoom Webinar

Organizers: Oliver Braddick!, Janette Atkinson2; 1University of Oxford, 2University College London
Speakers: Oliver Braddick, Heather L. Kosakowski, T. Rowan Candy, Janette Atkinson, Tessa Dekker, and Dennis M
Levi

In the last two decades, the science of human development has moved beyond defining how and when basic visual
functions emerge during infancy and childhood, through both technical and conceptual advances. First, technical
progress in MRI and near infrared spectroscopy and dedicated efforts by researchers have made it possible to image
and localize activity in the visual brain, as early as the first months of life. These will be exemplified in the symposium by
Heather Kosakowski presentation on the development of area specialization within the ventral visual stream in early
infancy, and in Tessa Dekker’s research on childhood development of decision making for efficient visual cue
combination, combining neuroimaging with novel behavioural measures. Secondly, Rowan Candy’s presentation will
show how measurements of infants’ eye movements and refractive state using Purkinje image eye tracking and
photorefraction have been refined to new levels of accuracy, providing novel insights into oculomotor development and
how it interacts with binocular visual experience from the first weeks of life. This work offers the possibility of
understanding the early development of strabismus where accommodation-vergence synergy develops atypically. The
resulting condition of amblyopia reflects early plasticity, but the work presented by Dennis Levi shows that this condition
remains treatable into adulthood, using novel therapies designed to re-establish binocular interactions rather than simply
strengthen the cortical input from the amblyopic eye, with new implications for extended critical periods.

Third, these approaches, alongside new behavioural methods , have highlighted the interlocking relationships between
basic visual functions and visuocognitive processes such as decision-making and attention. Janette Atkinson’s
presentation will define the key role of attention in visual development, and how different components of attention,
depending on distinct brain networks, can be separated in young children and those with neurodevelopmental disorders.
Different disorders (e.g. perinatal brain damage, Down and Williams syndromes) show distinctive profiles of attentional
impairment. Imaging studies of cortical area and fibre tract development suggest that specific parietal and frontal
networks are associated with individual differences in children’s visual decision-making and may also develop atypically
across many developmental disorders. Tessa Dekker’s presentation will show how decision processes operating on
visual information are as critical in development, including visuomotor development, as the development of basic
sensitivity to visual feature properties. Detailed modelling of visual and visuomotor behaviour and localised brain
responses indicate a prolonged development into middle & late childhood of the integrative processes required for
efficient visual decisions.

These talks illustrate some highlights in a much wider field of new insights into both typical and atypical visual
development. Oliver Braddick’s presentation will outline the scope of this broader field, including pointers to work on
automated visual assessment, infant eye-tracking with head-mounted cameras in the natural visual environment,
isolating specific discriminations through frequency-tagging EEG, MRI analyses of developing brain connectivity, and the
developmental impact of early and late visual deprivation. This whole range of work has greatly extended our
understanding of the developing visual brain and its intimate links throughout neurocognitive systems, and allows us to
identifiy the challenges ahead.

New techniques, new questions in visual development
Oliver Braddick?; 1University of Oxford

In the last two decades, the range of research on visual development has been expanded by new methodologies, some
represented in this symposium, which provide richer data and more direct insights into the visual brain mechanisms
underlying development. This talk provides a brief overview of other advances which have started to answer some key
guestions in visual development: (i) application of eye tracking to automated visual assessment; (ii) head-mounted eye
tracking yielding data on how infants sample their natural visual environment; (iii) frequency-tagging to refine the
specificity of information yielded by EEG; (iv) MRI approaches to the connectivity and structure of the developing visual
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brain, including individual differences in development; (v) broader studies of the impact of visual deprivation on human
visual development. As well as applying new methods, developmental research, in common with vision research more
generally, has also extended its scope into the interfaces of vision with attention, action systems, decision processes,
and other aspects of cognition. All these advances open the prospects of a wider and deeper understanding of the role
of vision in the development of brain systems in infancy and childhood. However, there remain challenges in
understanding the origins of individual differences across children in visuospatial, visuomotor, and visuosocial cognition.

Object Responses in the Ventral and Dorsal Pathway of Human Infants

Heather L. Kosakowskil, Michael Cohenl.2, Nancy Kanwisherl, Rebecca Saxel; IMassachussetts Institute of
Technology, 2Amherst College

Recently we reported fMRI studies in infants showing selectivity for faces, scenes, and bodies in the ventral visual
pathway (Kosakowski et al., VSS 2020). But in adults, visual stimuli also elicit strong responses in the dorsal pathway, in
parietal regions that have long been implicated in visually guided action, and more recently in intuitive inferences about
the physical world (Fischer et al., 2016). Further, behavioral evidence indicates infants understand the basic physical
properties of objects from birth and continue to build an intuitive physical understanding throughout infancy (Baillergeon,
1998). Thus, we tested the hypotheses that regions of the dorsal pathway in infants might show a) strong responses to
objects and b) functional response profiles resembling those in regions implicated in intuitive physical inference in adults
(namely, objects>bodies>scenes>faces). With fMRI data from awake infants (2-9 months, n=30), we successfully
identified regions responding to objects (more than the average of faces, scenes, and bodies) in both ventral and dorsal
pathways. We further characterized the response of these regions in held out data. In the ventral pathway, the “object”
voxels responded to inanimate, relative to animate conditions (objects=scenes>faces=bodies). Conversely, the regions
in the dorsal pathway, particularly in the parietal cortex, showed a distinct profile (objects>bodies>>faces>scenes),
similar to responses in the adult dorsal pathway. Thus, beyond the category-selective responses to faces, bodies, and
scenes in the ventral visual pathway, infants also show robust responses to objects, including activations in the dorsal
pathway that resemble the responses implicated in intuitive physical inference in adults.

Infants’ control of their visual experience through vergence and
accommodation
T. Rowan Candy?; 1University of Indiana

While a large literature has demonstrated the impact of abnormal visual experience on postnatal development of the
visual system, the role of the ocular motor visual system in defining retinal visual experience during infancy and early
childhood has been less well understood. Advances in instrumentation have made it possible for us to track
simultaneously infants’ vergence eye movements and accommodation, showing that these responses are coupled,
associated with sensitivity to binocular disparity, and can be dynamically adjusted, from the first weeks of life. This
control, along with that of conjugate eye movements, enables infants to control their own visual experience in their
dynamic three-dimensional world. In turn, visual experience enables most children to calibrate these coupled responses
effectively, while others develop misalignment of their eyes and strabismus. A key question for future studies is to
explore the source of this individual failure, whether it lies in disrupted fusional vergence potential or in the ability to
undergo adaptation. This talk will also briefly consider the following questions: How does the improving spatial resolution
of the infant’s visual system affect the iterative development of motor and sensory visual systems? How can human
visual development inform machine learning and robotics? How does development of the first stages of visual
processing impact higher-order extrastriate function, and what is the influence of top-down processes?

Typical and atypical brain development for components of visual attention
Janette Atkinson?l; 1University College London

Developing attention mechanisms play a key role in how visual information is used, and determine how the visual
environment shapes visual development. However, visual attention is not a unitary process but involves multiple
components of selective attention, sustained attention, and executive function(s). The Early Childhood Attention Battery
(ECAB) separately measures these components in preschool children (or equivalent mental age), defining individual
‘attention profiles’ and group differences across these components. For example, we find that sustained visual attention
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is impaired in children with perinatal brain injury but is relatively preserved in children with Williams (WS). Children with
Down Syndrome or WS have difficulties inhibiting prepotent responses in executive function tasks, although in WS these
difficulties are much greater in the visuospatial than the verbal domain. In new data using the ECAB in a dietary
supplementation trial to reduce the impact of perinatal brain injury, we find that executive function is specifically
improved in the treated group. Our work has highlighted attention deficits as part of the ‘dorsal stream vulnerability’
characterising many developmental disorders. We discuss these patterns of deficit across syndromes in relation to the
dorsal and ventral attention networks and salience network defined in current connectivity studies in children and adults,
including our findings on the tracts associated with children’s performance on visual decisions. Individual variations in
how these networks interact may determine how top-down goals and bottom-up sensory stimulation are integrated in the
control of visual behaviour in development.

Model-based MRI and psychophysics reveal crucial role of decision-making
in visual development in childhood.
Tessa Dekkerl, Marko Nardini2, Peter Jones?®; 1University College London, 2University of Durham

Vision undergoes major development during infancy and childhood, demonstrated in improvements in both detection
and recognition tasks. Classically, developmental vision research has focussed on sensitivity improvements in early
visual channels. However, in recent years, decision-theoretic approaches have formalised how changes in visual
performance could also result from more efficient use of available information, for example by optimising decision rules,
cost functions, and priors. Using these quantitative framewaorks, we are beginning to understand how these factors
contribute to childhood vision. For example, improved depth perception in late childhood reflects a shift from processing
depth cues independently to combining them in visual cortex, as demonstrated by the emergence of fMRI evidence for
fused depth-cue representations within neural detectors in area V3B. Similarly, development of visual motion-, location-,
and object perception, in part reflects more efficient combining of stimulus features (e.g., averaging dots across displays)
besides greater sensitivity to these features’ properties (e.g., single dot motion). Thus, rather than greater sensitivity to
basic visual information, substantial improvements in visual discrimination and detection may reflect better inferential
capacities. This also applies to visually-guided movement tasks that emulate real-life action under risk: while adults can
rapidly identify visuomotor strategies that minimise risk and uncertainty in new situations with complex cost factors,
children up to age 10 years do not. Together, these studies show that improved decision-making plays a major role in
visual development in childhood, and that modelling this role is needed to gain computational-level insight in the driving
factors of human visual plasticity.

Rethinking amblyopia and its therapies
Dennis M Levil; 1University of California Berkeley

Recent work has transformed our ideas about effective therapies for amblyopia. Since the 1700’s, the clinical treatment
for amblyopia has consisted of patching or penalizing the strong eye, to force the “lazy” amblyopic eye, to work. This
treatment has generally been limited to infants and young children during the “critical” or sensitive period of
development. Over the last 20 years, we have learned much about the nature and neural mechanisms underlying the
loss of spatial and binocular vision in amblyopia, and that a degree of neural plasticity persists well beyond the sensitive
period. Importantly, the last decade has seen a resurgence of research into new approaches to the treatment of
amblyopia both in children and adults, which emphasise that monocular therapies may not be the most effective for the
fundamentally binocular disorder that is amblyopia. These approaches include perceptual learning, video game play and
binocular methods aimed at reducing inhibition of the amblyopic eye by the strong fellow eye, and enhancing binocular
fusion and stereopsis. This talk will highlight both the successes of these approaches in labs around the world, and their
dismal failures in clinical trials. Reconciling these results raises important new questions that may help to focus future
directions.

< Symposia
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Moderator: Alejandro Lleras, University of Illinois

10:30 am

Semantic content allows flexible memory-partitioning in hybrid search

Nurit Gronau?l nuritgro@openu.ac.il, Makaela Nartker2, Sharon Yakim1:3, Igor Utochkin4, Jeremy Wolfe>:6; 1The Open
University of Israel, 2Johns Hopkins University, 3The Hebrew University of Israel, HSE University, Russia, °Brigham
and Women’s Hospital, 6Harvard Medical School

In ‘hybrid search,” people look for one of several memorized targets among irrelevant distractors. Sometimes, only a
subset of these targets is relevant to current task demands. Can we flexibly partition our memory into different target
subsets and search only for relevant targets? Boettcher et al. (2017) found that participants fail to partition memory into
two arbitrary subsets on a trial-by-trial basis: reaction times resembled search for the full target set. These findings were
replicated even when using natural categories, perhaps because the categories suffered from large semantic overlap.
Here, we tested more semantically distinct object categories. In Experiment 1, the target subsets were additionally
dissociated from each other by colored overlays. Results confirmed that extrinsic characteristics like color were not
effective for memory partitioning, but participants could limit search to the relevant category (e.g., search only for
animals, in blocks containing animal and vehicle targets). However, searching through categorical subsets of 8 out of 16
items was still slower than searching with only 8 items in memory. In Experiment 2, spatial location was used as a
retrieval cue to boost memory partition. For example, animal targets might be learned and searched for on the right,
vehicles on the left. Partition was fully effective: search for the 8 relevant targets on a trial was the same as search with
just 8 items in memory. In Experiments 1 and 2, the distractors could cue the relevant memory subset on each trial.
Experiment 3 eliminated that cue, and included task-irrelevant ‘lures’ from the other category in memory. Results still
showed successful partition on the basis of semantic category. Thus, people can effectively switch between a memory
set used while searching for cookies and chips in the snack aisle, and a set of vegetables that they would search for in
the produce aisle.

Acknowledgements: This research was funded by ISF 1622/15 (to NG) and NEI EY017001 (to JW)

10:45 am

Attention guidance by learned spatial regularities associated with object
categories
Ziyao Zhang! ziz418@Iehigh.edu, Nancy Carlislel; 1Lehigh University

Regularities in the environment effectively guide attention. Our previous work has shown that participants quickly
learned multiple spatial distributions associated with specific search targets. Importantly, on a trial-by-trial basis these
target-specific spatial distributions were activated to bias attention toward likely target locations. This work implies
implicit statistical learning is constrained by top-down goals. Within this novel finding, it remains unclear what information
underlies these object-location associations. Is it an individual stimulus or the stimulus category that is linked to the
spatial distributions? In four experiments, we probed the representations of learned associations with visual and
categorical cues. In the learning phase, participants learned spatial distributions of 16 exemplars from four categories
through cued visual search tasks. Exemplars from the same category shared a spatial distribution including a high (80%)
and low (20%) probability location. In the testing phase, targets appeared at either location with equal likelihood to
ensure the results were driven by prior learning. We ensured the spatial biases remained for learned exemplars (LE),
while also testing whether the learning transferred to novel exemplars from learned categories (LC). In Experiment 1-3,
participants received only visual cues in the learning block, we found the learning from LEs transferred to LCs when
participants received a visual cue. However, no evidence of learning or transfer was found when participants received
verbal categorical cues in the testing phase. In Experiment 4, participants were trained with categorical cues in the
learning block. In the testing block, these categorical cues triggered spatial biases. However, neither visual cues of LEs
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nor LCs triggered learned biases. This suggests that activation of the associations is strictly constrained by the cued
information. Together, our results confirmed that people can acquire object-location associations through search
experience, and demonstrated that stimulus categories drove the activation of spatial biases.

11:00 am

Evidence for parallel processing of relational information in visual search
Rachel Heatonl rmflood2@illinois.edu, Simona Buettil, Alejandro Lleras!, John Hummell; 1University of lllinois

Visual search tasks with relation-based stimuli are more difficult for subjects than feature-based searches. Because the
response time (RT) curves as a function of set size for target-present conditions have heretofore appeared to be linear in
relational searches, it has been argued that subjects use a fully serial process during a search for a relational target
(Logan, 1994). In three experiments, we show that search RT for relational stimuli follows a logarithmic function of set
size, rather than a linear function, when a wider range of set sizes are included as conditions, which suggests that some
parallel processing is present even during putatively relation-only searches. Using relation-only, difficult feature-only, and
feature+relation search conditions, we showed that difficult feature-only search RTs follow a logarithmic curve, as
expected, but that a relation-only search also follows a logarithmic curve, albeit steeper. When the relation must be used
to find the search target, the feature+relation condition is more efficient than the feature-only condition, indicating the
relation information is helping with parallel processing. We also show that when search stimuli are designed such that
search can be reduced to a feature (color) only search, both feature-only and feature+relation conditions are more
efficient, suggesting that the presence of relational information does not affect search slopes when the relations are
irrelevant to the search, even if such information could be diagnostic. Finally, we found that spacing out search items
increases the efficiency of relation-only search, meaning that nearby inter-item interactions that could produce texture
fields or perceptual grouping cues are unlikely to be the cause of apparent parallel processing of relations, and in fact
may inhibit parallel processing of relations.

Acknowledgements: This material is based upon work supported by the National Science Foundation under Grant No
BCS1921735 to SB

11:15 am
Implementing TVA as a Bayesian classifier in a foraging task

Sofia Tkhan Tin Lel I.t.t.sophie@gmail.com, W.Joseph Maclnnes?!, Arni Kristjansson!; 1HSE University

Foraging involves a natural search for many targets. Kristjansson and colleagues (2014) found that changes in human
foraging strategies depend on the complexity of the target and distractor relations. We aimed to understand the
mechanisms underlying these differences. Bundesen’s (1990) TVA model involves an attempt at explicating the
attentional mechanisms needed for selection, dividing the selection process into filtering and pigeonholing of the sensory
input from the visual system and parameters from the executive system. We will combine these ideas in a generative
model to simulate human foraging during a computerized task. First, we created a series of classifiers to determine which
scene properties were important for predicting human behavior. Data from Kristjansson et al. (2014) was used as input
for a Naive Bayesian model and an augmented Naive Bayesian classifier. Switching rates between target types were the
initial predictive parameter. EM log-likelihood and the strength of influence between parameters revealed high accuracy
for both the Naive Bayesian network and the augmented Naive Bayesian network for conjunction foraging, and both
models showed a connection between switching and previously selected target. We also looked at the strength of
learned connections with network variables to see if they matched cognitive aspects of search behavior, and confirmed
that switching appears regardless of the type of target stimulus. There was also a strong connection between switching
and target type. This result relates to previous foraging findings in humans, which indicate that changes in search
strategies depend on the complexity of objects in the visual field. The obtained Bayesian networks confirmed the general
finding that increasing the complexity of the target changes foraging behavior minimizing switches in favor of exhaustive
foraging of one category.
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11:30 am

Sequentially dependent errors generalize across naturalistic mammogram
stimuli

Cristina Ghirardo?!, Zhihang Ren?l, Zixuan Wang?!, Mauro Manassil2, Min Zhou3, David Whitney?; 1University of
California, Berkeley, 2University of Aberdeen, Kings College, Aberdeen, UK, 3The First People's Hospital of Shuangliu
District, Chengdu

Radiologists rely on visual search to locate and identify lesions in mammograms. An underlying assumption in radiology
is that the perception of each mammogram is free from the influence of preceding images; however, that may not be the
case. Serial dependence, the tendency for the visual system to represent images as more similar to those previously
viewed, occurs most frequently between ambiguous stimuli just like those found in radiological screening. (Cicchini, et
al., PNAS, 2014; Fischer & Whitney, Nature Neuro, 2014; Liberman et al., Curr Bio, 2014; Kiyonaga et al., TiCS, 2017).
Recent work has shown radiologists’ perception of simulated tumors is biased toward previously seen stimuli (Manassi
et al., Sci Reports, 2019; Ghirardo et. al., VSS, 2020). This serial dependence could cause diagnostic errors; however,
previous work on this hypothesis was limited to artificial, unrealistic stimuli. To overcome these limitations, we used a
generative adversarial network to create naturalistic simulated mammogram images via interpolation (Ren et al., VSS,
2020), which radiologists misclassified as real mammograms. From these, we created sets of similar simulated
mammograms. Using these as stimuli in a standard serial dependence experiment, untrained observers viewed a
random simulated mammogram on each trial and subsequently matched the mammogram using continuous report. We
found serial dependence with all of the simulated radiographs: the reported mammograms were pulled ~9-12% toward
those previously seen. The effect extended back at least two trials (~10 sec). These findings suggest that serial
dependence extends to realistic radiographs, and that it may contribute to some of the misdiagnoses found in
radiological practice.

Acknowledgements: National Institutes of Health grant 5SRO1CA236793-02
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10:30 am

Theta power and theta-gamma coupling during formation of novel
representations in the infant brain

Emma Ward! emma.ward@fu-berlin.de, Ezgi Kayhan?2, Christian Kliesch3, Radoslaw Cichy!, Stefanie Hoehl4, Moritz
Kosterl; 1Freie Universitaet Berlin, 2University of Potsdam, 3Mainz University, 4University of Vienna

Building object representations is crucial for understanding the visual world, but it is not yet understood how infants start
to form these representations. In adults, theta power is higher during presentation of stimuli that were later remembered,
compared to those later forgotten (Friese et al., 2013), and the coupling between theta phase and gamma amplitude has
been shown to be responsible for binding perceptual features to form representations. Theta-gamma coupling has been
observed, for example, during the formation of visual associations (Kdster, Finger, Graetz, Kater & Gruber, 2018), and
was again higher for remembered than forgotten stimuli. Theta-gamma coupling has not yet been examined in infants
due to methodological difficulties, such as contamination of the EEG signal by microsaccades (Kdster, 2016) and low
signal-to-noise ratio (Hoehl & Wahl, 2012). Since infants are in the process of building novel representations of their
environment all the time, they are well-suited to show how early representations can begin to form. The current study
introduces tools to solve these limitations and examines the neuronal processes related to forming new representations
in 48 infants (6;12 — 8;04 months old). At the beginning of the experiment, infants were familiarised with four stimuli.
They then saw interleaved trials showing either a familiar object or an entirely novel object. EEG was recorded
continuously and wavelet transformed to time-frequency space. We expected that infants would show higher theta
power for novel compared to familiar stimuli, and that theta-gamma coupling would be higher for novel compared to
familiar stimuli. Our results show increased parietal and frontal theta for novel compared to familiar objects, in line with
theta’s role in building semantic conceptual networks. We were successful in removing microsaccade artifacts from the
infant EEG and will further present the data on the cross-frequency coupling between theta phase and gamma
amplitude.

10:45 am

A demonstration of cone function plasticity after gene therapy in
achromatopsia

Mahtab Farahbakhsh! m.farahbakhsh.16@ucl.ac.uk, Elaine J. Andersonl, Andy Riderl, John A. Greenwood?, Nashila
Hirjil.4, Serena Zamanl4, Pete R. Jonesl2, D. Samuel Schwarzkopfl:3, Geraint Reesl, Michel Michaelidesl4, Tessa M.

Dekkerl; 1University College London, London, UK, 2City University, London, UK, 3University of Auckland, NZ,
4Moorfields Eye Hospital, London, UK

Achromatopsia (ACHM) is an inherited retinal disease characterised by complete loss of cone photoreceptor function
from birth. In recent years, gene therapies have successfully been used to induce signal processing in dormant cones in
animal models of ACHM, with greater functional benefits for younger animals. With several completed or on-going
clinical trials of gene therapy for ACHM, preliminary evidence suggests that effects on visual function in adults with
ACHM may be subtle. Given the known constraints of age on neural plasticity, it is possible that gene therapy earlier in
life will have a greater impact. Sensitive, child-friendly tests of cone function are therefore needed to facilitate the
optimisation of these treatment strategies. Here, we present a new method that leverages a multimodal approach,
linking psychophysical estimates of cone function to cone-mediated signals in visual cortex, measured using fMRI
population receptive field (pPRF) mapping. To selectively stimulate rod and cone photoreceptors, we used silent
substitution. In a case study of two children with ACHM undergoing gene therapy, we find individual differences in
recovery of cone function over time. Before treatment, measures from both patients resembled those of 10 other
untreated ACHM patients. After gene therapy, one patient demonstrated strong concurrent evidence of improved cone
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function, and retinotopically organised responses in visual cortex (V1-3) to cone-selective stimuli, with measures closely
resembling those of 26 age-matched controls. Head motion, fixation stability, and task performance were very similar
before and after treatment, so it is highly unlikely that these results are driven by measurement confounds. We conclude
that our multimodal approach is feasible for use in children with low vision. Our fMRI and psychophysical measures
show significant potential not only for sensitive evaluation of new sight-rescuing therapies, but also for revealing the
neural mechanisms based on which these treatments operate in the developing brain.

Acknowledgements: NIHR BRC at Moorfields Eye Hospital (MEH) and UCL Institute of Ophthalmology, ESRC, MeiraGTx, Retina
UK, MEH Special Trustees, Moorfields Eye Charity, Foundation Fighting Blindness, Wellcome Trust, Ardalan Family Scholarship,
Maryam Mirzakhani Scholarship, Sir Richard Stapley Educational Trust.

11:00 am

Amblyopia-Related Changes in the Fine-Scale Functional Organization of
Human Extrastriate Visual Cortex

Bryan Kennedy! bkennedy7@mgh.harvard.edu, Amanda Nabasalizal4, Peter Bex3, David G. Hunter45, Roger B.H.
Tootelll2, Shahin Nasrl.2; 1Athinoula A. Martinos Center for Biomedical Imaging, Massachusetts General Hospital,
Boston, MA, 2Department of Radiology, Harvard Medical School, Boston, MA, 3Department of Psychology, Northeastern
University, Boston, MA, 4Department of Ophthalmology, Boston Children’s Hospital, Boston, MA, SDepartment of
Ophthalmology, Harvard Medical School, Boston, MA

Background: Amblyopia is a developmental disorder caused by disruption of symmetric binocular visual input early in
life. Most amblyopic individuals suffer from impaired stereopsis. Experimental models of amblyopia in non-human
primates suggest a significant reduction in the number of stereo-selective neurons within the extrastriate visual cortex.
However, these studies were based on a monocular deprivation model that differs from the asymmetric binocular vision
of human amblyopes. Here, we studied the impact of strabismus and anisometropia (two major natural causes of
amblyopia) on the functional organization of fine-scale neuronal structures (including the stereo-selective
stripes/columns) in human extrastriate visual cortex. Methods: We tested the functional organization of color-selective
thin- and stereo/motion-selective thick-type stripes/columns in areas V2/V3 in 5 amblyopic (3 strabismic and 2
anisometropic) and 14 control individuals. We used high-resolution (1 mm isotropic) fMRI (7T), to localize these fine-
scale structures based on their response to color-vs-luminance varying stimuli (Nasr et al., 2016), 3D-vs-2D random dot
stereograms (Nasr and Tootell, 2018) and moving-vs-stationary stimuli (Tootell and Nasr, 2020). Results: Controls (=50
arc sec randot stereoacuity) showed stereo-selective stripes/columns in V2/V3. In contrast, amblyopic individuals (>250
arc sec) showed no significant (p>0.05) stereo-selective activity in V2/V3 (see also Nasr et al., abstract). Nevertheless,
interdigitated clusters of motion- and color-selective responses were still found in areas V2/V3 of amblyopic individuals,
as detected in controls. Interestingly, the surface area occupied by the motion- and color-selective stripes/clusters was
significantly larger (p<0.05) in amblyopic compared to control individuals. We did not find any significant difference in the
number of non-selective and/or non-responsive vertices between the two groups, ruling out a general sensitivity loss
hypothesis. Conclusion: The absence of proper binocular input in amblyopia leads to a decrease in the size of stereo-
selective stripes/columns, with a corresponding increase in the size of motion- and color-selective sites.

Acknowledgements: This work was supported by NIH NEI (grants RO1EY026881 and RO1EY030434), and by the MGH/HST
Athinoula A. Martinos Center for Biomedical Imaging. Crucial resources were made available by a NIH Shared Instrumentation
Grant S10-RR019371.

11:15 am

Physics 101: The visual systems ability to learn and integrate Newtonian
predictions
Abdul Deeb? abdul-rahim_deeb@brown.edu, Fulvio Dominil; 1Brown University

The motions of objects in the environment reflect underlying dynamical constraints and regularities. Shepard (1984) first
proposed that the perceptual system may have internalized these regularities to constrain how the system handles
missing visual information. A recent body of work has demonstrated that not only is vision constrained by physical laws,
but that these regularities can directly modulate motion perception when displayed events are inconsistent with events in
the physical world (Deeb, Cesanek, Domini, 2021). In this current study we show that the visual system is capable of
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learning new physical regularities and can rationally incorporate this information with sensory data. We demonstrate that
through multi-day exposure to non-Newtonian billiard ball collisions, the visual system can gradually relearn the
internalized regularities used to modulate motion perception. Subjects were trained in a realistic 3D virtual environment
and tasked with intercepting a launched ball. The launched ball moved along various deflection angles which all deviated
from physics in a consistent, law-like manner. To assess subjects internalized visual predictions of object dynamics, we
tested their ability to make absolute judgments pertaining to the launched ball’s deflection angle before and after
training. Prior to non-Newtonian training, subject’s perceptual responses were similar to those found in Deeb et al.
(2021), wherein subject’s responses reflected a rational inference combining a sensory estimate based on retinal image
data with a Newtonian prediction based on pre-collision information. After the two consecutive days of training with new
physical regularities we found a significant shift in participant’s responses toward the trained deflection angles. This
however was not found in our control group who were trained with Newtonian stimuli. Thus, our results indicate that
adaptive physical mappings, or priors, can be involved in motion perception and these mappings are not crystallized, but
can be altered by experience.

11:30 am

Dynamics of category-level statistical learning from intracranial recordings
in visual cortex

Brynn E. Sherman?! brynn.sherman@yale.edu, Kathryn N. Graves?, David M. Huberdeau?l, Christopher F.A. Benjamin?,
Imran H. Quraishil, Eyiyemisi C. Damisahl, Nicholas B. Turk-Brownel; lyale University

We live in a highly structured world, repeatedly encountering the same objects, people, and places in a reliable fashion.
Our mind is deftly attuned to such structure, quickly extracting spatial and temporal regularities via statistical learning.
Yet in natural settings, even regular visual input is not identical across repeated experiences and we must learn to
extract stable properties across noisy, idiosyncratic instances. Behavioral studies have provided evidence that statistical
learning can abstract over such noise to represent high-level regularities. However, these studies relied on separate
tests after exposure, raising the possibility that some abstraction may occur through inference across instances at test
rather than through online integration during statistical learning. Here we leveraged the spatiotemporal resolution of
human intracranial EEG to test whether category-level regularities can be learned online. Patients with epilepsy were
exposed to a rapid continuous stream of scene images that were all trial-unique. In the Structured block, the categories
of these scenes were paired (e.g., beach-mountain), whereas in the Random block, scenes from other categories were
presented in a random order, preventing category-level regularities. Using frequency tagging, we found robust
synchrony at the frequency of the image presentation, reflecting neural entrainment to visual stimuli. In the Structured
but not Random block there was additionally synchrony at half of the image frequency, reflecting the (learned)
boundaries of the category pairs. Critically, this category pair synchrony emerged even though the images differed at the
exemplar level, providing online evidence for category-level statistical learning. Using multivariate pattern classification,
we further found that paired categories came to be represented more similarly even when presented individually.
Specifically, images from the first category in a pair resulted in neural evidence for both the first and second category.
These data provide insight into the dynamics and representational changes underlying abstraction during statistical
learning.

Acknowledgements: NSF GRFP; NIH R0O1 MH069456; CIFAR

11:45 am

Substantial changes in global brain processing related to face perception in
body dysmorphic disorder patients by training on low spatial frequency
components in faces

Zhiyan Wang?! zhiyan_wang@brown.edu, Qingleng Tanl, Sebastian Frank!, David Sheinberg?, Katharine Philips2, Yuka
Sasakil, Takeo Watanabel; 1Brown University, 2Weill Cornell Medical College

Holistic processing plays an important role in face perception. In this study, to better understand the role of processing of
low spatial frequency components in face perception, we trained to increase the sensitivity of low spatial frequency
components in patients with body dysmorphic disorder (BDD). BDD patients suffer from distressing occupation of slight
defects in their appearances including faces and are deficient in holistic processing. BDD patients (N = 9) and healthy
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control subjects (N = 10) performed a 2IFC detection task on face images with only low-spatial frequency components
over 6 days. During the pre- and post-tests, subjects’ BOLD activity was measured with fMRI while subjects performed
the 2IFC detection tasks on both faces and houses with each of the low and high spatial-frequency components. We
obtained the following training effects. First, both BDD and control groups showed comparable improvements on
detecting face images with the low spatial frequency components. Second, only in the BDD group, BOLD activity
decreased in the temporoparietal junction (TPJ) in the dorsal face processing pathway. Third, in the BDD group, the
dominance of BOLD activity in the fusiform face area (FFA) in the ventral face processing pathway switched from the left
to right hemispheres. In the control group, the dominance in FFA switched from right to left hemispheres. Fourth, in the
BDD group, the functional connectivity (FC) between the TPJ and occipital face area (OFA) in the ventral pathway
increased, while the FC between the left and right FFA decreased. Finally, BOLD activity did not change in the early
visual areas for BDD and control groups. These results indicate that learning to improve a task involving low spatial
frequency components of faces is associated with substantial changes of face processing in the brain, suggesting a
fundamental role of low spatial frequency in face processing.

Acknowledgements: NIH RO1EY027841, RO1EY019466 (to TW), R21EY028329 (to YS), and United States - Israel Binational
Science Foundation BSF2016058 (to TW).
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Attention: Models and mechanisms
Friday, May 21, 12:30 - 2:00 pm EDT, Talk Room 1 Join Zoom Webinar

Moderator: Joo-Hyun Song, Brown University

12:30 pm

A unifying framework for understanding the factors of visual-attentional
processing

Ligiang Huang? Ighuang@psy.cuhk.edu.hk; 1The Chinese University of Hong Kong

Introduction: There has been no systematic framework that describes the factors of visual-attentional processing. For
example, if a type of stimulus is processed efficiently in the visual search, will it also be processed efficiently in the
change detection? Methods: Across a broad range of stimulus types and tasks (16 stimulus types x 26 tasks, 1744
observers in total), the present study employed an individual-item differences analysis to extract the factors of visual-
attentional processing. The 26 tasks were change detection, long exposure change detection, ensemble change,
ensemble matching, feature-based selection, feature counting, feature VWM change, feature VWM probe, grouping,
global grouping, location-based selection, difficult location-based selection, monitoring, high-level motion, low-level
motion, pattern comparison, previewed pattern comparison, perceptual discrimination, pop-out, saliency-based
selection, temporal order, texture segregation, visual search, temporal visual search, VWM encoding, VWM probe.
Results: Data of the 26 tasks are in the form of either exposure duration thresholds or accuracies. The reliabilities of all
26 tasks (Cronbach’s a) were very high (in the range of 0.973 to 0.992). The data set (in the form of a 16 x 26 matrix)
was then analyzed by a Principal component analysis. Three orthogonal factors were identified and they can be labeled
respectively as featural, visual, and spatial strengths. Apart from one exception (low-level motion), the FVS 2.0
framework accounts for the vast majority (95.4%) of the variances in the 25 tasks. Conclusion: The three factors provide
a unifying framework for understanding the relationship between stimulus types as well as those between tasks.
Besides, the role of preattentive features seems to be rather different from the traditional view: visual features are
general-purpose, exclusive, innate, constancy-based, and keyword-like. It seems that the features are conscious-level
keywords generated by the specific brain area of V4 and/or IT and then used by all other brain areas.

Acknowledgements: The work was supported by two grants from the Research Grants Council of the Hong Kong SAR, China
(CUHK 14617615, 14128016).

12:45 pm

Neuronal Population Tuning Statistics to Target and Cues for a feed-
Forward Convolutional Neural Network that Learns to Covertly Attend
Sudhanshu Srivastaval sudhanshu@ucsb.edu, Miguel P. Ecksteinl; 1University of California at Santa Barbara

Introduction: Attentional effects on perception, once thought to be exclusive to primates, have been more recently
measured in simpler organisms such as fruit flies, dragonflies, and honeybees (Nityananda 2016). We investigate
whether a simple convolutional neural network (CNN) trained to maximize the detection of a target in a 2-location yes-no
task (Posner cueing) results in human-like cueing effects. We analyze individual neurons in the network to understand
how they extract and integrate target and cue information. Methods: We trained a CNN on 6000 images containing
oriented lines embedded in noise. A box cue co-occurred with the target on 80 % of the trials. The CNN consisted of two
convolution layers, each followed by max-pooling, followed by a dense layer, and an output layer with 2 neurons. We
evaluated human and CNN performance for a Posner cueing task with varying contrast of a peripheral box cue. We then
extracted responses of each neuron to these images and calculated neuron-specific cueing effects (areas under the
ROC for valid vs. invalid cues). Results: The CNN trained to optimally detect the target results in a cueing effect
comparable to humans and an optimal Bayesian model. Nineteen percent of the neurons in the dense layer showed
positive and negative cueing effects with varying degrees (mean = 0.02; standard deviation = 0.10). Neurons with cueing
effects detect both the target and the cue in isolation. The weights between the dense neurons and the two output
neurons are correlated (r=-0.64, p<0.0001; r=0.58, p=<0.0001) with the neuron-specific cueing effects. The convolution
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layer neurons are retinotopic, while the dense layer neurons are not. Conclusion: Our results show that a simple neural
network can learn to utilize cues in a similar manner as humans and establish biologically-plausible architectures and
neuronal population properties to integrate target and cue information.

1:00 pm
Learned suppression is based on a proactive mechanism
Nancy Carlislel nancy.carlisle@gmail.com, Ziyao Zhang?; 1Lehigh University

In learned suppression, repeated exposure to a specific salient singleton distractor color during visual search leads to a
learned ignoring of the otherwise strong bottom-up signal from the distractor. One remaining question is whether this
ignoring is based on a pre-search preparatory suppression of the learned color, or a reactive mechanism after attention
is captured by the salient distractor during visual search. Previous research has focused on responses to the distractor
during search, making it impossible to know if the effects are based on a preparatory suppression. Here, we use SSVEP
to measure the pre-search response to the learned distractor color compared to other colors. The neural response to the
learned distractor color was suppressed compared to the other colors, providing the first evidence that the mechanism of
learned distractor suppression is present in the pre-search period. This result is in line with the predictions of a proactive
color-specific suppression in learned suppression.

Acknowledgements: R15EY030247

1:15 pm

Revealing the effects of temporal orienting of attention on response conflict
using continuous movements

Melisa Menceloglul2, Satoru Suzuki2, Joo-Hyun Song?; 1Brown University, 2Northwestern University

Orienting attention in time enables us to prepare for forthcoming perception and action (e.g. estimating the duration of a
yellow traffic light when driving, approximating when to swing at a tennis ball). While temporal orienting can facilitate
performance on simple tasks, its influence on complex tasks involving competing response choices is unclear. Here, we
adapted the Flanker paradigm to a choice reaching task where participants used a computer mouse to reach to the left
or right side of the screen as indicated by the central arrow presented with either the congruent or incongruent flankers.
We assessed the effects of temporal orienting by manipulating goal-driven temporal expectation (based on probabilistic
variations in target timing) and stimulus-driven temporal priming (based on sequential repetitions versus switches in
target timing). We tested how temporal orienting influenced the dynamics of response conflict resolution. Recent choice
reaching studies have indicated that under response conflict, delayed movement initiation captures the response
threshold adjustment process, whereas increased curvature toward the incorrect response captures the degree of
coactivation of the response alternatives during the controlled response selection process. Both temporal expectation
and temporal priming reduced the initiation latency regardless of response conflict, suggesting that both lowered
response thresholds independently of response conflict. Notably, temporal expectation, but not temporal priming,
increased the curvature toward the incorrect response on incongruent trials. We further observed a complementary
relationship between the response threshold adjustment and controlled response selection processes of response
conflict resolution as shorter initiation latencies predicted greater curvature on incongruent trials, controlling for temporal
orienting. These results suggest that temporal orienting generally increases motor preparedness, but the goal-driven
mechanisms of temporal orienting particularly interferes with response conflict resolution, potentially through its strong
influence on response thresholds. Overall, our study highlights the interplay between temporal orienting and cognitive
control in goal-directed action.

Acknowledgements: This study was supported by NSF BCS 1849169 to J.H.S

1:30 pm
Attentional modulation of the population contrast response function within

human visual cortex

llona Bloem1.2 ibloem@nyu.edu, Jasmine Pan2, Sam Ling2; INew York University, Department of Psychology, 2Boston
University, Psychological and Brain Sciences
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While animal and psychophysical studies suggest that attention can enhance visual processing by multiplicatively
increasing the gain of an attended item, human fMRI studies instead report that attention modulates overall responsivity,
and does not seem to interact with stimulus intensity. A potential reason for this disparity in results between the different
methods is that population-based measurements using fMRI find predominantly linear contrast response functions,
lacking response saturation. Recent work from our lab has illustrated that leveraging adaptation allows for reliable
measurements of saturating contrast response functions. Here, we sought out to test how attention modulates the
population contrast response function (pCRF), when we are able to capture the nonlinear relationship between stimulus
contrast and BOLD response. We used an fMRI adaptation paradigm to measure BOLD responses in early visual cortex
(V1-V3). Participants viewed full-field stimuli displays composed of radially oriented, cortically magnified gratings varying
in contrast throughout a scan (9 contrast levels, spaced between 0-88% Michelson contrast). Participants were cued
before the onset of each contrast presentation to either covertly attend to the stimulus, performing a color probe
detection task, or to perform a demanding task at fixation, drawing attention away from the stimulus. Using
deconvolution analyses to estimate the BOLD response for each contrast level, we were able to capture nonlinear
pCRFs of individual voxels within each visual area. Importantly, we found that the influence of attention was best
summarized by a combination of an additive and contrast gain modulation. In sum, our results demonstrate that
attentional modulation of the pCRF as measured with fMRI is not purely additive, but additionally exhibits multiplicative
gain increases.

Acknowledgements: NIH EY028163

1:45 pm
Information Value Underlies Priority in Feature Based Attention

Phillip Witkowskil.2 pwitkowski@ucdavis.edu, Joy Geng-2; IUniversity of California, Daivs, 2Center for Mind and Brain,
University of California, Davis

Recent research on attentional templates suggests that representations of target items held in WM are not static
representations of past stimuli, but dynamic representations that prioritize task-relevant information in the environment.
However, complex environments may obfuscate which source of information is best to prioritize, meaning the visual
system must make judgments about the predictability of information (information value) to efficiently allocate attention.
How these these predictions are generated and how they relate to the allocation of attention are still poorly understood.
To determine the relationship between information value and feature based attention, we designed an online search task
for a target object defined by an orientation and color. At the start of each trial, participants (N=240) were cued with the
most likely features of the target, but knew these features could change to any within a distribution of possible values.
Target color was always sampled from a distribution with high uncertainty (SD=55), but the target orientation was drawn
either low-variability (SD=10), medium-variability (SD=25), or high-variability (SD=40) distribution. A separate group of
participants were allocated to a control condition each feature was drawn from identical t-distributions with low-variability
(SD=10). Interleaved were 18 probe trials which asked participants to rate the likelihood of possible targets, gauging
participants knowledge of the underlying feature distribution. Results showed that attention to each target target
orientation was enhanced when its relative information value was high, while color was suppressed, mirroring
participants knowledge of each feature distribution. Attention to either feature returned to baseline when the information
values were approximately equal. These results point to a critical role of information value in feature based prioritization
in the attentional template.
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3D Perception and Stereopsis
Friday, May 21, 12:30 - 2:00 pm EDT, Talk Room 2 Join Zoom Webinar

Moderator: Michele Rucci, University of Rochester

12:30 pm

3D cue remapping resulting from experienced variability of scene
parameters

James Wilmott! jpwilmott3@gmail.com, Jovan Kemp?, Fulvio Dominil; 1Brown University

Multiple cues, such as texture gradients and binocular disparity, are combined to derive 3D scene structure. Perceptual
experience changes the mapping between cue values and 3D estimates, termed here 3D cue remapping. Prominent
Bayesian models of cue combination assume that 3D cue remapping occurs via changes in relative reliabilities, resulting
in ‘cue reweighting’ (Ernst, Banks & Bultoff, 2000). An alternative model, termed Intrinsic Constraint (IC; Domini &
Vishwanath, 2020), postulates the existence of deterministic image operators for each cue that do not estimate
reliability. Instead, these operators are tuned to ideal scene parameters learned through repeated interactions with the
environment. For example, the ideal material composition of an object yields a well-defined texture gradient. IC
combines cues through a function that maximizes the response to 3D properties while minimizing the influence of scene
parameters unrelated to 3D shape. This is achieved by scaling each cue by the variability of the corresponding scene
parameter within the natural environment; 3D cue remapping occurs when the visual system changes its estimate of this
variability. Here, we reasoned that repeated interactions with texture- and disparity-defined 3D objects varying in
material composition should lower the contribution of texture gradients to 3D perception, even when cues are congruent
and no mismatch between haptic and visual information is present. Before and after a training session, we determined
the relative contribution of monocular and binocular cues. During training, observers repeatedly grasped cue-consistent
3D half-ellipsoids, always receiving the appropriate haptic feedback. However, three material compositions determined
in a previous experiment were randomly selected on each trial, artificially expanding the range of variation of texture
information. As predicted, the contribution of monocular information was significantly reduced after training. These
results suggest cue contributions to estimated depth can be dynamically adjusted according to experienced variability of
scene parameters, rather than reliability.

12:45 pm

Causal inference contributes to biases in depth perception due to object
motion

Ranran Frenchl, Gregory DeAngelis; 1University of Rochester

It is crucial for animals to accurately judge the depth of moving objects. During observer translation, the relative image
motion between stationary objects at different distances, known as motion parallax (MP), provides important depth
information. However, when an object also moves relative to the scene, the computation of depth from MP is
complicated by the object’s independent motion. Previously we have shown that, when humans view a moving object
during visually simulated self-motion, they show a systematic bias in perceived depth that depends on object and self-
motion directions, as well as object speed. Here, we examined the origins of this depth bias by directly asking subjects
to report whether or not an object moves relative to the scene while simultaneously performing a depth discrimination
task. Naive human subjects viewed a virtual 3D scene consisting of a ground plane and stationary background objects,
while lateral self-motion was simulated by optic flow. A target object, lying above the ground plane, could be either
stationary or moving laterally at different velocities. Subjects were asked to judge the depth of the target object relative
to the plane of fixation, as well as whether they thought the object was moving independently relative to the scene. For
object speeds at which subjects report the object to be moving ~50% of the time, they show biases in perceived depth
that depend on their report about object motion. This dependence is more prominent when the object is viewed
monocularly, such that depth cues are less reliable. Our results indicate that perceived depth based on MP depends
systematically on subjects’ causal inference regarding scene-relative object motion, consistent with predictions of a
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Bayesian observer model.

1:00 pm

Interplay between body reflectance and shape to reduce cues to shading in
living animal

Olivier Penacchiol op5@st-andrews.ac.uk, P. George Lovell2, Innes C. Cuthill3, Julie M. Harrisl; 1University of St
Andrews, 2Abertay University, 3University of Bristol

Many animals, including ourselves, use shading as a cue to shape. Darker coloration on the side of the body facing the
light (‘countershading’) is widespread in the animal kingdom and has long been assumed to offer camouflage by
obliterating shape-from-shading cues. The pigmentation counterbalances the gradient of illumination on the body by
adopting a darker reflectance on the parts that receive more light. However, while it is clear that there must be an
interplay between animal shape and reflectance to deliver the best countershading camouflage, the specific contribution
of shape to countershading camouflage has been never studied. Here we explored whether body shape, along with
reflectance, contributes to reduction of shading cues in several species of caterpillar. We combined stereo photography
and light field recovery to measure simultaneously the shape and reflectance of living caterpillars from six species of
moths (N = 84, mean = 14, SD = 8.1), three of which are countershaded. If shape and reflectance are both important,
then swapping either on a countershaded species should increase visibility. Using three-dimensional modelling of light,
body shape and reflectance interaction, we ‘swapped’ species’ shapes and reflectance patterns and computed the
visibility of the resulting ‘hybrids’ under several ecologically relevant lighting conditions. We found that not only
reflectance, but the tight interplay between reflectance and shape drove visibility, particularly for some countershaded
species. For these, adopting the shape or the reflectance of another species resulted in a significant increase in shading
cues, in visibility, and therefore in the likelihood of predation. Taken together, our data suggest that some countershaded
species exhibit a co-adaptation of shape and reflectance to minimize visibility to predators, opening a new avenue of
research that considers body shape alongside body reflectance as a fundamental factor underlying how coloration acts
as visual camouflage.

1:15 pm
Fixational eye movements contribute to stereopsis

Janis Intoy!-2 jintoy@bu.edu, Michele A Cox2, Emin Alicic2, Jonathan D Victor3, Martin S Banks4, Michele Rucci?;
1Boston University, 2University of Rochester, 3Weill Cornell Medical College, 4Univeristy of California, Berkeley

Humans use differences in the visual input to the two eyes to extract depth information, a process known as stereopsis.
The visual system is exquisitely sensitive to these differences and able to detect disparities smaller than the
photoreceptor spacing. This accomplishment is even more remarkable considering that the eyes drift incessantly during
fixation, resulting in retinal image motions that are largely uncorrelated in the two eyes. Since these drifts cover tens of
photoreceptors and continually change the correspondence between retinal points, one might expect they would hinder
stereopsis. However, we hypothesized that the temporal modulations they produce are in fact beneficial. To test this, we
examined the consequences for stereopsis of the retinal image motion resulting from eye drifts. Subjects (N=7) were
asked to discriminate the orientation (+10deg) of a sinusoidal depth corrugation (1 cycle/deg) created by modulating the
disparity of random dot stereograms. Combination of binocular high-resolution eye-tracking with real-time gaze-
contingent display enabled precise control of the retinal stimulus delivered to each eye. We show that fixational eye
movements are beneficial to stereopsis. In all observers, stereoscopic discrimination was greatly impaired when the
images in both eyes were continually adjusted to counteract the visual consequences of eye drifts and eliminate retinal
image motion (a three-fold difference in d’; p=0.03, signed-rank test). To determine whether this effect originated from a
monocular reduction in contrast sensitivity or temporal modulations in binocular disparity, we selectively eliminated the
version and vergence components of retinal image motion. The resulting signals conveyed similar power in their
luminance modulations but only vergence motion affected disparity. Discrimination was normal in the presence of
vergence motion and greatly impaired in its absence. These findings extend dynamic theories of vision to depth
perception. They suggest that stereoscopic perception relies on transient disparity signals produced by fixational
vergence eye movements.

Acknowledgements: Research reported here was supported by the NEI of the NIH under Award Numbers F31EY029565
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(awarded to JI), RO1EY018363 (awarded to MR & JDV), and T32EY007125 (awarded to MAC). The content is solely the
responsibility of the authors and does not necessarily represent the official views of the NIH.

1:30 pm
Scaling stereoscopic depth through reaching
Brittney Hartle! brit1317@yorku.ca, Laurie Wilcox!; 1York University

Depth estimation from stereopsis is biased under many viewing scenarios and for a range of estimation methods,
particularly for virtual stimuli. These distortions are often attributed to misestimates of viewing distance that result in
incorrect scaling of binocular disparity. The majority of research on depth scaling has considered only visual cues to
distance. However, we do not just look at the world, we interact with objects and in this way may have access to
proprioceptive cues to distance. There is evidence that stereopsis aids actions such as prehension; is the reverse also
true? We assessed the impact of proprioceptive distance from arm’s reach on stereopsis using a ring game that is
contingent on accurate absolute distance perception. Observers used hand controllers and their index finger to move
rings onto a peg in a virtual environment. They completed the task as quickly as possible while avoiding touching the
rings to the peg (errors were signalled via controller vibration). After each block of 5 trials observers were given feedback
regarding their completion time and accuracy. To evaluate the impact of this proprioceptive experience we assessed
depth magnitude estimation before and after completion of the ring task. Observers were asked to estimate the depth
between a rectangle and a reference frame located at the same distance as the peg in an otherwise blank field. We
found that depth estimation accuracy and scaling improved with experience. Importantly, in a follow-up experiment we
found that this improvement was contingent on performing the reach. Consistent with the assumption that observers
underestimate absolute distance, we found that most ring-placement errors were due to underreaches. We conclude
that the improvement in depth estimation seen here reflects a cross-modal calibration of visual space that is
underappreciated, but potentially important for everyday interactions.

1:45 pm

Revealing Differential Mechanisms of Absolute vs. Relative Disparity
Encoding in Human Extrastriate Visual Cortex and Impacts of Amblyopia on
Them

Shahin Nasr1.2 shahin.nasr@mgh.harvard.edu, Bryan Kennedy!, Amanda Nabasalizal:3, Peter Bex#, David G.
Hunter35, Roger B.H. Tootell!.2; 1Athinoula A. Martinos Center for Biomedical Imaging, Massachusetts General
Hospital, 2Department of Radiology, Harvard Medical School, 3Department of Ophthalmology, Boston Children’s
Hospital, 4Department of Psychology, Northeastern University, SDepartment of Ophthalmology, Harvard Medical School

Background: Absolute and relative disparity cues are crucial for coarse and fine depth encoding, respectively. In human
and non-human primates (NHPs), relative disparity cues are preferentially encoded within thick-type cortical columns,
distributed within extrastriate visual cortex. In NHPs, electrophysiological evidence for absolute disparity encoding is
limited to areas V1 and MT. However, neural mechanisms underlying absolute disparity encoding in human extrastriate
cortex are largely unknown. This information is crucial in terms of defining the cortical sites affected by amblyopia, a
developmental disorder caused by disruption of symmetric binocular visual input early in life, with significant impact on
stereopsis. Methods: We used high resolution fMRI (7T) to test the response to absolute vs. relative disparity in seven
individuals with normal vision, plus five amblyopic (3 strabismic and 2 anisometropic) individuals with impaired
stereopsis (stereoacuity >250 arc sec; randot test). Stimuli were generated using random dot stereograms. In each
individual, motion- and color-selective clusters were localized within areas V2, V3 and V3A based on independent scans
(see also Kennedy et al. abstract). Results: In addition to area MT, absolute disparity evoked a significant response
within V3 and V3A (but not V2) motion-selective clusters. This activity was significantly stronger than the response to
relative disparity. Outside motion-selective clusters, those clusters that showed a significant response to relative
disparity showed a weaker response to absolute disparity. Color-selective clusters did not show any significant response
to either relative or absolute disparity. Motion-selective clusters were detected across V3 and V3A in amblyopic (as in
non-amblyopic) individuals (see also Kennedy et al.). However, in amblyopic individuals, we did not find any significant
response to absolute/relative disparity within/outside motion-selective clusters. Conclusion: Absolute and relative
disparity are encoded within different neuronal clusters across areas V3 and V3A. Development of absolute and relative
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disparity encoding mechanisms are impaired by amblyopia.

Acknowledgements: This work was supported by NIH NEI (grants ROLEY026881 and RO1EY030434), and by the MGH/HST
Athinoula A. Martinos Center for Biomedical Imaging. Crucial resources were made available by a NIH Shared Instrumentation
Grant S10-RR019371.
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Attention: Features, objects, salience
Saturday, May 22, 10:30 am - 12:00 pm EDT, Talk Room 1 Join Zoom Webinar

Moderator: Dominique Lamy, Tel Aviv University

10:30 am

The time-course of incentive salience in naturalistic human vision

Jaclyn Delll jxd984@student.bham.ac.uk, David Acunzol, Clayton Hickeyl; 1Centre for Human Brain Health, University
of Birmingham, UK

When visual objects are imbued with reward—usually in the form of monetary benefits—they become salient. As a
result, they draw attention in a way not accounted for by traditional notions of top-down strategic goals and bottom-up
physical salience. This ‘incentive salience’ has largely been investigated in experiments employing synthetic stimuli like
geometric shapes characterized by saturated color. Much less is known about how incentive salience impacts
processing of complex real-world stimuli. Here, we investigate the impact of financial reward on selective processing of
natural categories of visual stimuli (cars, trees, people) presented in images of real-world scenes. We employed an
experimental design in which one category of visual object was consistently rewarded when it was the target of search
but could appear as an irrelevant distractor when search was for a different object category. Our hypothesis was that
rewarded targets would acquire salience, and thus need to be visually suppressed when they acted as distractors. To
test this, we used the N2pc and Pd ERP components — which track visual selection and suppression, respectively — to
index processing of targets and distractors in our scene stimuli. Results show that suppression of reward-associated
real-world distractors emerges rapidly. Reward thus appears to bind to categories of visually heterogenous naturalistic
stimuli categories, creating the need for strong suppression when examples of reward-associated categories must be
ignored.

Acknowledgements: J.D. is supported by the Fulbright Commission; This work is supported by the European Research Council
Horizon 2020 Research and Innovation Programme (804360)

10:45 am

Attentional prioritization for historical traces of agency

Michael Lopez-Braul michael.lopez-brau@yale.edu, Clara Colombattol, Julian Jara-Ettinger?, Brian Scholll; 1yale
University

Among the most important stimuli we can perceive are other agents. Accordingly, a great deal of work has shown how
visual attention is prioritized not just for certain lower-level properties (e.g. brightness or motion) but also for *social*
stimuli (e.g. our impressive efficiency at detecting the presence of people in natural scenes). In nearly all such work, the
relevant agents are explicitly visible — e.g. in the form of bodies, faces, or eyes. But we can also readily perceive the
*historical traces* that agents may leave behind. When walking along a hiking trail, for example, a stack of rocks along
the side of the path may elicit the immediate strong impression that an agent had been present, since such
configurations are exceptionally unlikely to be produced by natural processes. Does visual processing also prioritize
such 'traces of agency' (independent from properties such as order and complexity)? We explored this using visual
search, in scenes filled with two kinds of block towers. In Agentic Trace towers, the blocks were slightly misaligned (as
would only likely occur if they had been intentionally stacked by an agent), while in Non-Agentic towers they were
perfectly stacked (in ways an agent would be unlikely to achieve). Across multiple experiments, observers were both
faster and more accurate at detecting Agentic Trace towers (in arrays of Non-Agentic towers), compared to detecting
Non-Agentic towers (in arrays of Agentic Trace towers). Critically, this difference was stronger than when the same
stimuli were presented in ways that equated order and complexity (e.g. with additional vertical spacing), while eliminating
perceived traces of agency. This attentional prioritization for "agency without agents" reveals that social perception is not
just a response to the superficial appearances of agents themselves, but also to the deeper and subtler traces that they
leave in the world.

Acknowledgements: This project was funded by ONR MURI #N00014-16-1-2007 awarded to BJS.

V-VSS 2021 Program 75


https://zoom.us/j/91828724727?pwd=bFFnakt2NkJqWU5jZkYxZk9rZnVadz09
mailto:jxd984@student.bham.ac.uk?subject=Your V-VSS 2021 Talk - The time-course of incentive salience in naturalistic human vision
mailto:michael.lopez-brau@yale.edu?subject=Your V-VSS 2021 Talk - Attentional prioritization for historical traces of agency

11:00 am

Spatial cueing effects do not always index attentional capture: Evidence for
a Priority Accumulation Framework
Maya Darnelll maiadarnell@gmail.com, Dominique Lamy?; 1Tel Aviv University

In visual search, improved performance when a target appears at a recently cued location is taken as strong evidence
that attention was shifted to this cue. Here, we provide evidence challenging the canonical interpretation of spatial-
cueing (or cue-validity) effects and supporting the Priority Accumulation Framework (PAF). According to PAF, attentional
priority accumulates over time at each location until the search context triggers selection of the highest-priority location.
Spatial-cueing effects reflect how long it takes to resolve the competition and can thus be observed even when attention
was never shifted to the cue. Here, we used a spatial-cueing paradigm with abruptly onset cues and search displays
varying in target-distractor similarity. We show search performance on valid-cue trials deteriorated the more difficult the
search, a finding that is incompatible with the standard interpretation of spatial-cueing effects. By using brief displays
(Experiment 1) and by examining the effect of search difficulty on the fastest trials (Experiment 2), we invalidate
alternative accounts invoking post-perceptual verification processes (Experiment 1) or occasional failures of the onset
cue to capture attention (Experiment 2). In Experiment 3, we used a combination of the spatial-cueing and dot-probe
paradigms. We show that the events that occurred in both the cue and search displays affected attentional distribution,
and that the relative attentional priority weight that accumulated at the target location determined how easily the
competition was resolved. These findings fully support PAF’s predictions.

Acknowledgements: Israel Science Foundation (ISF) grants no. 1286/16

11:15 am

The target similarity conundrum in rapid serial visual presentation

Daniel Lindh1.2:3 dnlindh@gmail.com, llja Sligtel, Kendrick Kay#, Kimron Shapiro?:3, lan Charest?:3; 1Department of
Psychology, University of Amsterdam, Amsterdam, Netherlands, 2School of psychology, University of Birmingham,
Birmingham, United Kingdom, 3Centre for Human Brain Health, University of Birmingham, Birmingham, United Kingdom,
4Center for Magnetic Resonance Research (CMRR), University of Minnesota, Minnesota, USA

To deal with rapidly changing visual information, the brain has developed an attentional system that optimises our
perception to detect important changes. To probe this attentional system, researchers often use rapid serial visual
presentation (RSVP) paradigms. In a two-target RSVP, participants are asked to report two targets (T1/T2) that are
embedded among multiple distractors in a stream of stimuli. In a well-known RSVP phenomenon, known as repetition
blindness (RB), T2 is often unreported when targets are repeated. This effect has been argued to be due to a memory,
rather than a perceptual, failure. In a previous study, we measured multivariate brain representations throughout the
visual hierarchy and showed that the more similar targets were in high-level regions, the more likely participants were to
miss T2, extending previous findings of RB. In contrast, when targets were similar in low-level regions (e.g. V1),
performance on T2 increased. In the current study, we aim to resolve this conundrum and hypothesise that V1-similarity
between targets increases the rate of evidence accumulation for T2. Based on a large high-resolution functional
magnetic resonance imaging dataset (Natural Scenes Dataset, http://naturalscenesdataset.org) we constructed RSVP
trials with low, mid, and high V1-similarity between targets. We then asked participants to memorise T1 while making a
speeded animacy judgment on T2. We employed drift-diffusion modelling on the reaction time distribution for T2
responses to show that evidence accumulation is positively modulated by V1 similarity. This effect was present even
after filtering away trials where T1 was an animal, meaning it cannot be explained by any selection bias of images in
either category. In contrast to previous RB theories, associated with repetitions in the task-relevant domain, V1 similarity
not only increases T2 performance but appears to be related to pre-conscious processes.

Acknowledgements: This research was supported by an NIH P41 EB027061, NSF 11S-1822683, and NSF 11S-1822929 to K. K,
and a ERC Starting Grant ERC-2017-StG 759432 to I. C.

11:30 am

Individual differences in the temporal dynamics of object-based attention
Hao Lou?l h.lou@rug.nl, Monicque M. Loristl, Karin S. Pilz1; 1University of Groningen
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Attention can be focused on specific locations in our visual field (space-based attention), but also spreads along objects
(object-based attention). However, space- and object-based effects are prone to large individual differences, and
whereas space-based effects are stable, object-based effects are not as prevalent as previously assumed. In the current
study, we investigate whether the low prevalence of object-based effects is related to individual differences in the
temporal dynamics of attentional selection. We measured space- and object-based effects on reaction times for
individual participants in a two-rectangle discrimination task, in which cue-target intervals were varied between 50 and
600 ms. We used bootstrapping to investigate cue-to-target intervals with maximal object-based effects, and fast Fourier
transform (FFT) to investigate the rhythmic sampling of visual space within and between objects. Whereas overall,
space-based effects were robust and stable across all cue-to-target intervals for most participants, object-based effects
were small and were only found for a small subset of participants. In the frequency domain, our results confirm rhythmic
patterns of visual-target detection within (8 Hz) and between objects (4 Hz and 8 Hz). However, we found large inter-
individual variability in sampling rhythm phases and no consistent phase relationship. Taken together, the low-
prevalence of object-based effects cannot be explained by inter-individual variability in the temporal dynamics of
attentional selection. Our results provide strong evidence for considering individual variations in developing theories of
visual attention.

Acknowledgements: This work was supported by a China Scholarship Council (CSC) scholarship to HL (201906360170).

11:45 am

The Normalization Model Captures the Effects of Object-based Attention in
the Human Visual Cortex

Narges Doostanil narges.doostani.d@gmail.com, Gholam-Ali Hossein-Zadeh1.2, Maryam Vaziri-Pashkam3; linstitute for
Research in Fundamental Sciences (IPM), 2College of Engineering, University of Tehran, 3National Institute of Mental
Health (NIMH)

The normalization model of attention has been proposed as a unifying framework to account for various effects of
attention in the visual cortex, and its success in predicting neural responses has been documented in primate
electrophysiology studies. Here, using a human fMRI study, we investigated whether the normalization model can
predict attentional modulations when participants attend to an object in a cluttered scene. We used a blocked-design
paradigm in which half-transparent stimuli from the two categories of human bodies and houses were presented either in
isolation or in pairs. A cue at the beginning of the block indicated the attended object. When paired, stimuli were
superimposed to enforce object-based attention. We focused on the object-selective regions lateral occipital cortex
(LOC) and posterior fusiform area (pFs), and the category-selective regions extrastriate body area (EBA) and
parahippocampal place area (PPA) and determined the preferred and null stimuli for each voxel in each region. Results
showed that shifting attention from the preferred to the null stimulus significantly reduced voxel responses in all these
regions. Also, the effect of the unattended stimulus on the responses depended on voxel selectivity for that stimulus,
with the unattended preferred stimulus having larger effects on the responses than the unattended null stimulus. We
modeled voxel responses in different attentional conditions using a linear, a weighted average, and a normalization
model. Results indicated that while the linear and the weighted average models were better than chance in predicting
the responses, the normalization model had significantly better predictions than the other two models in all regions and
especially captured the effect of voxel selectivity on the attentional modulations. These results suggest that when
attending to objects in a cluttered scene, the responses in the object selective cortex are determined by divisive
normalization.

Acknowledgements: visual attention, normalization, fMRI, category selectivity
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Talk Sessions >

Face Perception: Models and mechanisms
Saturday, May 22, 10:30 am - 12:00 pm EDT, Talk Room 2 Join Zoom Webinar

Moderator: Martin Giese, Tubingen

10:30 am

Neural models for the cross-species recognition of dynamic facial
expressions

Michael Stettlerl:3 michael.stettler@cin.uni-tuebingen.de, Nick Taubertl, Ramona Siebert2, Silvia Spadacenta?2, Peter
Dicke?, Peter Thier2, Martin Giesel; 1Section for Computational Sensomotorics, 2Cognitive Neurology, 3International
Max Planck Research School for Intelligent System

Dynamic facial expression recognition is an essential skill of primate communication. While the neural mechanisms to
recognize static facial expressions has been extensively investigated, they remain largely unclear for dynamic facial
expressions. We studied plausible neural encoding mechanisms, exploiting highly controlled and realistic stimulus sets
generated by computer graphics, which are also used in electrophysiological experiments. METHODS: Combining
mechanisms from physiologically plausible neural models for the recognition of dynamic bodies (Giese & Poggio, 2003),
static faces (Giese & Leopold, 2005) and architectures from computer vision (Simonyan et al., 2014), we devised models
for the recognition of dynamic facial expressions. The first model is example-based, and encodes dynamic expressions
as temporal sequences of snapshots, exploiting a sequence-selective recurrent neural network. The second model
exploits norm-referenced encoding, where face-space neurons are tuned to the differences between the actual stimulus
frame and a reference face, the neutral facial expression. The dynamic expressions are recognized by differentiating the
responses of these face-space neurons. We tested the models with high-quality human and monkey avatars, animated
with motion capture data from both species, controlling expression by motion morphing. RESULTS: Both models
recognize reliably dynamic facial expressions of humans and monkeys. However, the predicted behaviour of face-tuned
neurons is very different for both models. The norm-referenced model shows a highly gradual, almost linear dependence
of the neuron activity with the expressivity of the stimuli, while the neurons in the example-based model show very
limited capability of generalization to expressions with varying strength. We also explored if the models explain the
human capability of humans to recognize human expressions on monkey faces (Taubert et al. 2020). CONCLUSIONS:
The two physiologically plausible models accomplish the recognition of dynamic faces and make distinguishable
predictions for physiological experiments, where norm-referenced encoding might support transfer of expression
recognition across different head shapes.

Acknowledgements: This work was supported by HFSP RGP0036/2016, ERC 2019-SyG-RELEVANCE-856495 and NVIDIA
Corp. MG was also supported by BMBF FKZ 01GQ1704 and BW-Stiftung NEU0O0O7/1 KONSENS-NHE. RS, SS, PD, and PT were
supported by a grant from the DFG (TH 425/12-2)

10:45 am

Biologically plausible illumination-invariant face representations

Dylan D. Doblar! ddoblar@mit.edu, Katherine M. Collins®, Bernhard Eggerl, Tomaso Poggiol; IMassachusetts Institute
of Technology

Humans possess a remarkable ability to identify objects — and faces in particular — under highly variable conditions.
The invariance hypothesis (Leibo et al., 2015) posits that the goal of the human ventral visual system is to learn
representations that are invariant to identity-preserving transformations. One computational approach to learn such
representations is the templates-and-signatures model proposed by Liao et al. (2013). The model measures similarities
between template images and unseen query images to produce discriminative and invariant signatures. From a small
number of template examples, the model can learn invariance to group transformations (e.g., scaling, translation, and in-
plane rotation) for new object classes, whereas object-class-specific templates are required for non-group
transformations (e.g., pose). Here, we probe the capacity of this approach to handle variation in illumination — a
complex set of non-group transformations — on a face verification task. A 3D morphable face model is used to generate
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synthetic datasets under both natural and extreme illumination. We benchmark the templates-and-signatures approach
against VGG16, a convolutional neural network (CNN), and compare the effects of a generic object-class versus
domain-specific learned prior by pre-training VGG16 either on ImageNet or human faces. We find that under natural
illumination settings, the templates-and-signatures model effectively solves the face verification task, outperforming both
CNN variants. Additionally, the templates-and-signatures model’s learned representations are impressively invariant to
extreme variations in illumination and generalize best when using natural illumination templates. These invariances hold
even with tens of training examples, which is particularly striking behavior relative to the CNNs that have been pre-
trained on millions of images. Coupled with its simplicity and its implications for a biologically plausible sequence of
class-specific developmental periods for learning invariances, the model’s ability to generalize to out-of-distribution
illumination settings from few examples lends credence to a templates-and-signatures account of feed-forward object
recognition.

Acknowledgements: We thank Qianli Liao for his advice on how to implement the templates-and-signatures model. This work
was funded in part by the Center for Brains, Minds and Machines (CBMM), NSF STC award CCF-1231216. B. Egger is
supported by a PostDoc Mobility Grant, Swiss National Science Foundation P400P2 191110.

11:00 am

Decoding real-world visual recognition abilities in the human brain

Simon Faghel-Soubeyrand!.4 simonsoubeyrand@gmail.com, Meike Ramon2, Eva Bamps3, Matteo Zoia2, Jessica
Woodhams#, Arjen AlinkS, Frédéric Gosselinl, lan Charest4; 1Université de Montréal, 2Université de Fribourg, SKU
Leuven, 4University of Birmingham, ®University Medical Center Hamburg-Eppendorf

The typical human visual system is able to decipher information about the visual world with impressive efficiency and
speed. But not all individuals are equally competent at recognising what is presented to their eyes. Critically, very little is
known about the brain mechanisms behind variations in recognition abilities. Here, we ask if interindividual variation in
face cognition can be accurately “read” from brain activity, and use computational models to characterise the underlying
brain mechanisms. We recorded high-density electroencephalography (EEG) in typical (n=17) and “super-recogniser”
participants (n=16; individuals in the top 2% of face-recognition ability spectrum) while they were presented with images
of faces, objects, animals, and scenes. Relying on more than 100,000 trials, we trained linear classifiers to predict
whether trial-by-trial brain activity belonged to an individual from the “super” or “typical” recogniser group. Significant
decoding of group-membership was observed from ~85ms, peaking within the N170 window, and spreading well after
stimulus offset (>500ms). Using fractional ridge regression, we extended these findings by predicting individual ability
scores from EEG in similar time-windows. Both results held true when decoding from face or non-face stimuli. To better
understand the brain mechanisms behind these variations, we used representational similarity analysis and
computational models that characterise visual (convolutional neural networks trained on object recognition; CNNs) and
semantic processing (deep averaging network trained on sentence embeddings). This computational approach
uncovered two representational signatures of higher face-recognition ability: mid-level visual computations
(representations within the N170 window and mid-layers of CNNs) and high-level semantic computations
(representations within the P600 window and the semantic model). Altogether, our results indicate that an individual’s
ability to identify faces is supported by domain-general brain mechanisms distributed across several information
processing steps, from low-level feature integration to high-level semantic processing, in the brain of the beholder.

Acknowledgements: This work was supported by a NSERC and Mitacs scholarships to S. F-S, by a Swiss National Science
Foundation PRIMA (Promoting Women in Academia) grant (PROOP1_179872) to M.R., by an ESRC IAAA grantto S. F-S, J. W
and I. C, a NSERC Discovery grant to F. G, and an ERC-StG to I. C.

11:15 am

Neural Correlates of Integration Processes during Dynamic Face Perception

Nihan Alpl nihan.allp@gmail.com, Huseyin OzkanZ2; 1Sabanci University, Faculty of Arts and Social Sciences, 2Sabanci
University, Faculty of Engineering and Natural Sciences

Integrating the spatiotemporal information that is constantly presented by the highly dynamic world around us is
essential to navigate, reason, and decide properly. Although this is extremely important in a face-to-face conversation,
very little research to date has specifically examined the neural correlates of temporal integration in dynamic face

V-VSS 2021 Program 79


mailto:simonsoubeyrand@gmail.com?subject=Your V-VSS 2021 Talk - Decoding real-world visual recognition abilities in the human brain
mailto:nihan.allp@gmail.com?subject=Your V-VSS 2021 Talk - Neural Correlates of Integration Processes during Dynamic Face Perception

perception. Our study separates the composite neural correlates of the spatial and temporal integration processes from
each other. Thus we provide statistically robust observations about the brain activations that are specific to the temporal
integration or specific to the spatial integration. For this purpose, we generate video recordings of neutral faces of
individuals and non-face objects, and then frequency tag (modulate contrast in an interlaced manner) the even and odd
frames at two specific frequencies (f1 and f2). Here, tagging aims to not only increase the signal-to-noise ratio (SNR) of
steady-state visual evoked potentials (SSVEP) but also helps us trace the nonlinear processing at the neural level while
the temporally separated and frequency-tagged frames are integrated. To this end, we measure SSVEP as participants
view such generated videos, and analyze the intermodulation components (IMs) that are designed to reflect nonlinear
processing and indicate temporal integration. A pattern analysis is additionally conducted to quantify the information in
SSVEP and assess the statistical robustness of our observations. We show that the medial temporal, inferior and medial
frontal areas respond strongly and selectively when viewing dynamic faces. These regions also increase their activation
as a function of increasing sequential dynamic information, hence manifesting the essential processes underlying our
ability to perceive and understand our social world. Since the generation of IMs is only possible if even and odd frames
are processed in succession and integrated temporally, the strong IMs show that the time between frames (1/60=0.016
seconds) is sufficient for temporal integration.

Acknowledgements: This work is supported by Starting Grant from Sabanci University (B.A.CG-19-01966).

11:30 am

How motivated do | look? How humans fail and computer vision succeeds
In interpreting facial behavior

Marnix Naberl marnixnaber@gmail.com, Mitchel Kappen?; 1Experimental Psychology, Helmholtz Institute, Utrecht
University, The Netherlands, 2Department of Head and Skin, Ghent University, University Hospital Ghent, Ghent,
Belgium

An observer’s perception and interpretation of facial behavior of others is prone to error and bias due to attentional
bottlenecks, heuristics, and the lack of proper feedback to learn from. Here we investigate an objective approach to the
measurement of nonverbal behaviors to infer the motivation levels of webcam-recorded participants that executed an
online, structured job interview. First, we implemented and developed artificial intelligence and computer vision
algorithms to automatically detect participants’ facial muscle activity and emotional expressions in videos. The extracted
facial features served as input to an unbiased, cross-validated model to predict the motivation levels of participants that
they introspectively reported after the interview. The motivation judgments by the model outperformed human observers’
unreliable, invalid, and gender-biased judgments. In order to determine motivation, observers correctly pay attention to
some of the relevant facial features but, unlike the model, fail to assign correct weights and signs. These findings mark
the necessity and usefulness of novel, bias-free, and scientific approaches to observing and judging human behavior.

Acknowledgements: This research was supported by the Netherlands Scientific Organization Take-off valorisation grant (#17777)

11:45 am

Human Detection of Deepfakes: A Role for Holistic Face Processing

Matthew Groh! grohn@mit.edu, Ziv Epsteinl, Rosalind Picardl, Chaz Firestone?; IMIT Media Lab, 2John Hopkins
University

Two of the most significant recent advances in artificial intelligence are (1) the ability of machines to outperform humans
on many perceptual tasks, and (2) the ability of machines to synthesize highly realistic images of people, objects, and
scenes. Nevertheless, here we report a surprising human advantage at the intersection of these two domains: The ability
to detect Deepfakes. Deepfakes are machine-manipulated media in which one person’s face is swapped with another to
make someone falsely appear to do or say something they did not — and it is of major theoretical and practical
importance to develop methods that can tell Deepfakes from authentic media. Here, we pit the winning computer vision
model from the Deepfake Detection Contest (DFDC) against ordinary human participants in a massive online study
enrolling 7,241 people. Participants saw authentic and manipulated videos, and were asked to either (a) select which of
two videos is a Deepfake (Experiment 1) or (b) share how confidently they think a video is a Deepfake (Experiment 2). In
the two-alternative forced-choice design, the average completely untrained participant outperformed the very best
computer vision model. In the single-stimulus design, the average participant outperformed the model on a sample of
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politically salient videos but underperformed the model on a sample of DFDC holdout videos. (Though approximately
one fourth of participants outperformed the model on the DFDC sample.) Follow-up experiments revealed that holistic
face processing partly explains this human edge: When the actors’ faces were inverted, misaligned, or occluded,
participants’ ability to identify Deepfakes was significantly impaired (whereas the model’s performance was not impaired
for misaligned or occluded videos but impaired for inverted videos). These results reveal a human advantage in
identifying Deepfakes today and suggest that harnessing specialized visual processing could be a promising “defense”
against machine-manipulated media.
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Spatial Vision
Saturday, May 22, 2:30 - 4:00 pm EDT, Talk Room 1 Join Zoom Webinar

Moderator: Andrew Watson, Apple Computer

2:30 pm
Fechner and Stevens can co-exist under Fisher’s roof
Jingyang Zhou? jyz205@nyu.edu, Lyndon R Duong?, Eero P Simoncellil.2; 1Flatiron Institute, 2New York University

One of the foundations of quantitative perceptual psychology is Weber’s observation of the nineteenth century: for many
sensory attributes, the amount of just-detectable stimulus perturbation (perceptual threshold) is proportional to stimulus
intensity. Fechner proposed that Weber’s Law arises from a logarithmic internal representation of these quantities, which
when differentiated gives rise to the observed perceptual sensitivity. In apparent contradiction to Fechner’s proposed
logarithmic relationship, Stevens (1957) found that observers’ ratings of perceived stimulus intensity followed a power
law, with the power taking on a wide range of values across different stimulus attributes. Attempts have been made to
reconcile these two conflicting quantitative accounts of the relationship between perception and stimulus intensity, but
the problem remains unresolved, and continues to impede our understanding of the representation and comparison of
perceptual quantities. We propose a resolution of this quandary, by separating the effects of both mean and variance of
an abstract internal representation of stimuli. We assume that a rating scale, such as that used by Stevens, reflects the
mean internal representation of stimulus intensity, but is unaffected by its variability. On the other hand, discrimination
thresholds (as captured by Weber’s Law) depend on both the mean and variability of that internal representation, a
relationship captured by Fisher Information. Stevens' Power Law mapping can be made consistent with Weber's Law by
assuming internal noise whose standard deviation scales according to the same power law. This implies that the
variance of internal representations must grow as the square of their mean, a super-Poisson property that has been
attributed to fluctuations of response gain in sensory neurons (Goris et al 2015, Lin et al 2015). Considering the effects
of both mean and variance of the internal representation brings us one step closer to a consistent mechanistic
understanding of the established psychophysical observations.

2:45 pm

Identifying and localizing retinal features that predict human contrast
sensitivity via deep learning

MiYoung Kwonl miyoungkwon02@gmail.com, Rong Liu; INortheastern University

Luminance contrast, the difference in intensity between light and dark regions of an image, is a fundamental building
block of human pattern vision. While it is well known that contrast information is first encoded by the center and surround
structure of retinal ganglion cell (RGC) receptive fields, relatively little is known about the quantitative relationship
between RGCs and psychophysically measured human contrast sensitivity. Here we aimed to predict human contrast
sensitivity directly from structural retinal imaging data and to localize retinal features closely linked to contrast sensitivity.
Data were collected from a total of 262 eyes including both normal healthy eyes and glaucomatous eyes. For each eye,
we obtained cross-sectional retinal images centered on the fovea via Spectral-Domain Optical Coherence Tomography
(SD-OCT) and Pelli-Robson contrast sensitivity data. We adopted a deep residual neural network (ResNet) trained on
OCT structural images to predict contrast sensitivity. We evaluated the prediction performance of the network. We also
extracted attention maps representing the critical features learned by the network for the output prediction. Our results
showed that the network produced high prediction performance with the mean square error and the mean absolute error
of 0.01 and 0.09, respectively. Importantly, our attention map analysis further revealed that the network utilized the
structural information extracted from the thickness features of the Ganglion Cell Layer containing RGC bodies and the
Inner Plexiform Layer containing RGC dendritic structures. Particularly, the structural information within the perifoveal
region of the retina was most critical to the output prediction, consistent with the notion that RGC receptive fields
responsible for processing foveal visual input, are laterally displaced. Our work demonstrates that psychophysically
measured human contrast sensitivity can be reliably predicted from retinal structural data alone. Our findings further
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highlight a determining role of RGC sampling density for human contrast sensitivity.

Acknowledgements: This work was supported by NIH/NEI Grant RO1IEY027857 and Research to Prevent Blindness (RPB)/Lions
Clubs International Foundation (LICF) low vision research award.

3:00 pm
Topological Smoothing of Retinotopic Maps

Yanshuai Tul yanshuai@asu.edu, Duyan Tal, Zhong-Lin Lu2:34, Yalin Wang?; 1Arizona State University, Z2New York
University Shanghai, 3New York University, #NYU-ECNU Institute of Brain and Cognitive Science at NYU Shanghai

Retinotopic mapping (RM) is one of the central topics in vision science. Human RM can be obtained by analyzing
functional magnetic resonance imaging (fMRI) signals of cortical responses to slowly moving visual stimuli on the retina.
It is well-known in neurophysiology that RM is topological (i.e., neighborhood connectivity is preserved). However, the
measured RM is often not topological because of the low signal-to-noise ratio and spatial resolution of fMRI. The
topological violations make it difficult to precisely quantify properties of retinotopic maps. We developed a topological
smoothing method for retinotopic maps. Specifically, we used Beltrami coefficient to define the topological condition,
developed a mathematical model to quantify topological smoothing as a constrained optimization problem, and
elaborated an efficient numerical method to solve the smoothing problem. The method can be applied to V1, V2, and V3
simultaneously. We evaluated the performance of the method using both synthetic data and retinotopy data from the
Human Connectome Project (HCP). For the synthetic data, the proposed method generated topological and smooth
retinotopic maps with higher accuracy than existing methods. For the HCP data, in which ~20% of the visual area is not
topological, the proposed method completely fixed the topology violations without reducing the amount of variance
accounted for in the fMRI time series. The method also allowed us to generate accurate and automatic boundary
delineation, quantify angle distortions between the retina and visual cortex, and improve the measurement of cortical
magnification factors (CMF) on the smoothed results. We found that angle distortion from the visual field to the cortical
surface was less than 20° for a large part of V1, and the distortion was not symmetric along polar angle for the same
eccentricity. Similarly, the CMF is also asymmetric along polar angle. Topological smoothing of retinotopic maps will
enable many additional RM quantification.

Acknowledgements: DMS-1413417, RF1AG051710, RO1EB025032, R21AG065942, and DMS-1413417.

3:15 pm
Isolate or combine: population receptive field size in (un)crowding

Ayberk Ozkirlil.2 ayberk.ozkirli@gmail.com, Maya A. Jastrzebowskal.2, Bogdan Draganski2:3, Michael H. Herzog?;
1Laboratory of Psychophysics, Brain Mind Institute, School of Life Sciences, Ecole Polytechnique Fédérale de Lausanne
(EPFL), Switzerland, 2Laboratory for Research in Neuroimaging, Department of Clinical Neuroscience, Lausanne
University Hospital and University of Lausanne, Switzerland, 3Neurology Department, Max Planck Institute for Human
Cognitive and Brain Sciences, Leipzig, Germany

Crowding, the deterioration of object recognition in clutter, is traditionally explained with models that are hierarchical,
feedforward and local. These models suggest that a “bottleneck” at the earliest stages of visual processing leads to an
irretrievable loss of information due to the pooling of target and flanker features, perhaps because of their combination
within a single receptive field. A recent study used fMRI and population receptive field (pRF) mapping to estimate
aggregate receptive field sizes in early visual areas under conditions of crowding (He et al., 2019). In area V2, pRF size
was larger in a stronger crowding condition as compared to an easier one, suggesting that pRF sizes indicate the
strength of the “bottleneck”. Here, we tested this assumption by using uncrowding, in which adding more flankers can
lead to better performance. In accordance with local, feedforward models, pRF sizes in uncrowding should be the same
or larger than in crowding. We estimated pRF sizes in three conditions: crowding, uncrowding and no crowding. We
replicated previous results, showing that pRF size was increased in the crowding condition as compared to the no
crowding condition. This was the case across visual areas V1 to V4. However, in the uncrowding condition, pRF size
was significantly decreased, even compared to the no crowding condition. Again, this was true across all visual areas
tested. Our findings not only show that there is “isolation” of the target from the flankers in the uncrowding condition —
which may explain the higher task performance, but also provide evidence against purely feedforward models of
crowding, including the “bottleneck” theory. We suggest that pRF size is modulated in a recurrent fashion, dependent on
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global context.

3:30 pm
Feature representation under crowding in V1 and V4 neuronal populations

Christopher Henry!, Adam Kohn?; 1Dominick P. Purpura Department of Neuroscience, Albert Einstein College of
Medicine

Visual features are encoded in a distributed manner spanning numerous cortical areas, with transformations in neuronal
selectivity and cortical representation occurring along the visual hierarchy. To understand this distributed sensory code
and how it underlies perception, we must identify how feature representations generalize across changes in the
environment. Visual crowding, whereby judgments of target features are impaired by adjacent distractor stimuli, provides
a powerful paradigm to address these questions, as it involves a range of spatial scales of integration and thus places
profound constraints on the relationship between neuronal representations and perception. We asked how crowding by
distractor gratings altered the representation of target grating orientation, in simultaneously recorded neuronal
populations in V1 and V4 of two fixating macaques. Using a linear population decoding approach, we found that
crowding resulted in marked impairments in target orientation discriminability in both cortical areas. Information losses
under crowding were more pronounced in V4 populations and varied over a larger range of spatial scales than in V1.
Information loss occurred because distractors modulated neuronal responsivity and variability, with both response
suppression and facilitation under crowding limiting feature encoding. While both cortical areas exhibited diversity in
modulation, the responsivity of V4 neurons was more often facilitated by distractors, in part due to their larger spatial
receptive fields. In addition, V4 tuning for targets was altered more strongly by distractors than V1 tuning was. Small
changes in the orientation or location of distractor stimuli could strongly perturb tuning in V4, evident both in individual
neurons and in neuronal populations. These results reveal that crowding alters the V1 representation of target stimuli,
and that these effects are compounded in V4, through greater spatial integration and configuration-dependent tuning.
Together these limits on feature discriminability closely approximate those seen in human perception as measured using
similar displays.

Acknowledgements: NIH grants (EY028626 and EY023926) and the Charles H. Revson Senior Fellowship in Biomedical Science
3:45 pm

Unraveling brain interactions in vision: the example of crowding

Maya A. Jastrzebowskal.2 mayajas@gmail.com, Vitaly Chicherovl, Bogdan Draganski2:3, Michael H. Herzog?;
1Laboratory of Psychophysics, Brain Mind Institute, School of Life Sciences, Ecole Polytechnique Fédérale de Lausanne
(EPFL), Switzerland, 2Laboratory for Research in Neuroimaging, Department of Clinical Neuroscience, Lausanne
University Hospital and University of Lausanne, Switzerland, 3Neurology Department, Max Planck Institute for Human
Cognitive and Brain Sciences, Leipzig, Germany

In visual crowding, the presence of neighboring elements impedes the perception of a target. Crowding is traditionally
explained with feedforward, local models. However, increasing the number of neighboring elements can decrease
crowding, i.e., lead to uncrowding, which demonstrates the inadequacy of the classic feedforward explanation. Global
models are needed, but behavioral experiments alone cannot discriminate between them. Here, we used fMRI to study
the effects of (un)crowding on the BOLD response and effective connectivity between visual regions V1 to V4 and the
lateral occipital complex (LOC). We tested three experimental conditions: crowding, uncrowding, and no crowding. First,
following the standard approach of fMRI crowding studies, we extracted the percent BOLD signal change (PSC) for each
condition in each area. We replicated previous results of BOLD attenuation in crowding, beginning in V2 and persisting
up the visual hierarchy. However, uncrowding further attenuated the BOLD response, which suggests that PSC is not
(monotonically) related to the level of crowding, as commonly assumed. We then used dynamic causal modeling (DCM)
and Bayesian model comparison. Specifically, we contrasted top-down, bottom-up and recurrent models. Recurrent
models fit the data best in all three experimental conditions, even the simplest no crowding condition. Our results explain
the discrepancies between previous fMRI investigations of crowding: in a recurrent visual hierarchy, the crowding effect
can theoretically be detected at any stage. Beyond crowding, we demonstrate the need for data-driven models like DCM
to understand the complex recurrent processing which presumably underlies perception in general. The DCM framework
allows us not only to compare model architectures but also to estimate the computational details of the model in the form
of the connection strengths between regions, which can then be used to inform theoretical models.
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Acknowledgements: We would like to thank the following funding bodies: SNF (grant number 176153 ‘Basics of visual
processing: from elements to figures’, NCCR Synapsy, grant numbers 32003B_135679, 32003B_159780, 324730_192755 and
CRSK-3_190185) and the Leenaards, ROGER DE SPOELBERCH and Partridge Foundations.
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2:30 pm
Visual cortex stability and plasticity in the absence of functional cones in

achromatopsia

Michael B. Hoffmannl michael.hoffmann@med.ovgu.de, Barbara Molz2, Anne Herbikl, Peter de Best3, Noa Raz3, Andre
Gouws#4, Khazar Ahmadil, Rebecca Lowndes#, Rebecca McLean®, Susanne Kohl, Irene Gottlob®, Lars Choritz1, John
Maguire’, Martin Kanowski8, Barbara Kasmann-Kellner®, lise Wieland0, Eyal Baninll, Netta Levine3, Heidi Basler2.4,
Morland Antony2:12; 10tto-von-Guericke University, 2Dpt Psychology, University of York, UK, 3fMRI Unit, Department of
Neurology, Hadassah Medical Center, Israel, 4Hull York Medical School, University of York, UK, SUniversity of Leicester
Ulverscroft Eye Unit, UK, 8Molecular Genetics Laboratory, Institute for Ophthalmic Research, Centre for Ophthalmology,
University Clinics Tibingen, Germany, 7School of Optometry and Vision Sciences, University of Bradford, UK, 8Dpt
Neurology, University Hospital, Otto-von-Guericke University, Magdeburg, Germany, 9Dpt Ophthalmology, Saarland
University Hospital, Homburg, Germany, 19Dpt Molecular Genetics, Institute for Human Genetics, Otto-von-Guericke
University, Magdeburg, Germany, 11Dpt Ophthalmology, Hadassah Medical Center, Israel, 12York Biomedical Research
Institute, University of York, UK

Purpose: Complete achromatopsia (ACHM) is a rare inherited disorder with non-functional retinal cone photoreceptors
and a deafferented foveal representation in V1. Here we investigated whether remapping of the deafferented foveal
representation to process paracentral inputs [1] is a group feature in ACHM. Such remapping might interfere with gene
therapeutic treatments aimed at restoring cone function. Methods: In a multi-center study we applied fMRI assessments
in a cohort of 18 ACHM individuals with confirmed biallelic CNGA3 or CNGB3 mutations and a control cohort (HC). Two
independent mapping approaches, conventional phase-encoded eccentricity mapping and population receptive field
(pPRF) mapping, were applied for both scotopic and photopic stimulation conditions. fMRI-based measures (percentage
of active V1, eccentricity, pRF size) were extracted from two anatomically defined V1 regions of interest (ROI), one ROI
corresponding to the central visual field (0°-4°) and one ROI corresponding to the paracentral visual field (4°-8°). Two-
way ANOVAs with the factors ROl and GROUP (ACHM vs HC) were conducted, comparing scotopic HC data to
photopic ACHM data. We hypothesized that remapping associated with the lack of foveal input to V1 in ACHM would
lead to a significant interaction of ROIXGROUP. Results: While there were significant effects of the factors ROI and
GROUP, no significant interactions (ROIXGROUP) were observed for percentage active voxels (p = 0.7), mean pRF
eccentricity (p = 0.3), or mean pRF size (p = 0.6). The results were supported by phase-encoded retinotopic data.
Conclusion: Sizeable remapping of the primary visual cortex is not apparent at the group level. We suggest that while
functional reorganisation of the primary visual cortex might be evident in specific individuals, it is not a general feature in
ACHM.

Acknowledgements: This project was supported by European Union’s Horizon 2020 research and innovation programme under
the Marie Sklodowska-Curie grant agreement (No. 641805) and the German Research Foundation (DFG, HO 2002/12-1)

2:45 pm
Prediction of retinotopic organization in infant visual cortex from movies

Cameron T Ellis1 cameron.ellis@yale.edu, Tristan S Yates!, Michael J Arcaro?, Nicholas B Turk-Brownel; lyale
University, 2University of Pennsylvania

Mapping the organization of the visual system has enabled considerable progress in understanding different stages of
visual processing. This mapping is typically achieved with fMRI-based retinotopy, which requires large amounts of data
and central fixation. This can be problematic in populations such as infants, who cannot be instructed to fixate and who
tend to produce only ~5 minutes of usable data per fMRI session. We were recently able to perform retinotopy in infants
5-23 months by modifying standard paradigms to reduce the impact of eye movements. However, this was still quite
time-consuming, making it difficult to collect enough data in every participant or to perform additional experiments testing
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the response properties of the regions of interest identified through retinotopy. Here, we evaluate the feasibility of using
movie fMRI data (collected for other purposes in a subset of sessions) to predict the retinotopic organization of infant
visual cortex, eliminating the need for a separate retinotopy paradigm. We utilized two approaches with different
strengths. First, independent components analysis (ICA) was used to extract components of the movie data that reflect
visual evoked signal. With reference to the ground truth from these infants (obtained using retinotopy), ICA discovered
eccentricity (foveal-peripheral) maps but rarely found phase (areal boundary) maps. Second, shared response modeling
(SRM) was used to transform retinotopic maps between participants using functional alignment. SRM accurately
predicted phase maps, but performed worse on eccentricity maps. By combining ICA and SRM, it may be possible to
predict the retinotopic organization of infant visual cortex using as little as three minutes of movie data. Beyond the
practical uses of obtaining retinotopic maps without specialized tasks, this work also shows the potential of functional
alignment with infants and reveals that infant brain activity during passive movie viewing recapitulates the organization of
the visual system.

Acknowledgements: Funding: James S. McDonnell Foundation (https://doi.org/10.37717/2020-1208)
3:00 pm
A model of the development of major white matter pathways within and

between ventral and dorsal visual streams

Sophia Vinci-Booher?! svincibo@indiana.edu, Bradley Caronl, Daniel Bullock!, Karin James?, Franco Pestillil.2; lindiana
University, 2University of Texas, Austin

The ventral and dorsal visual streams process visual information for different purposes though it is clear that these two
streams interact. Recent evidence shows that several white matter tracts directly connect regions associated with ventral
and dorsal visual streams. Together, these white matter tracts constitute the posterior vertical pathway (PVP). As of
today, we know little about PVP development and even less about its development in relation to ventral and dorsal
streams. We propose a model that posits that the development of PVP white matter is related to the flow of neural
activity from the ventral visual stream and to the dorsal visual stream. We characterized the development of PVP tracts
in a cross-sectional sample of 31 children (4.5-8.5 years old) and 13 adults (18-22 years old) using diffusion-MRI and
ensemble tractography. We measured fractional anisotropy (FA) in dorsal (i.e., SLF1land2 and SLF3) and ventral (i.e.,
ILF, IFOF) streams as well as the four vertical white matter tracts that constitute the PVP (i.e., TPC, pArc, MdLF-SPL,
MdLF-Ang). We found that PVP microstructure was more adult-like than the microstructure of the dorsal stream tracts,
suggesting that PVP white matter develops earlier than dorsal stream white matter. PVP microstructure was more
similar to the microstructure of the ventral than the dorsal stream, suggesting that PVP development follows ventral
stream development more closely than it follows dorsal stream development. Finally, PVP microstructure was predicted
by performance on a perceptual task in children, suggesting that PVP development is related to developing visual
perceptual skills. Overall, results support our model of white matter development and suggest a key role for the PVP in
the development of the dorsal visual stream that may be related to its ability to facilitate interactions between ventral and
dorsal streams during visual perception.

Acknowledgements: NSF-SBIR 2004877 to S.V-B., IU-JCITR to K.H.J. and S.V-B., NSF 1I1S-1636893, NSF BCS-1734853, NIH
NIMH ULTTRO001108, Microsoft Investigator Fellowship to F.P., IU Pervasive Technology Institute to F.P., IU Areas of Emergent
Research Initiative “Learning: Brains, Machines, Children” to K.H.J. and F.P.

3:15 pm
Repetition suppression to visual stimuli following pediatric

occipitotemporal cortical resection

Michael C. Granovetterl.2 granovetter@cmu.edu, Anne M. S. Maallol-3, Erez Freud#, Christina Patterson2, Marlene
Behrmann?; 1Carnegie Mellon University, 2University of Pittsburgh, 3Harvard University, 4York University

Despite the critical role of occipitotemporal cortex (OTC) in visual recognition, children undergoing cortical resection of
OTC show remarkably intact post-operative visual recognition behaviors. In fact, the profile of neural selectivity for visual
categories has been shown to be comparable in pediatric OTC resection patients and healthy age-matched controls.
This suggests potential underlying neuroplasticity, but it remains unclear whether the integrity of neural representations
within a category-selective region is fully intact following resection. With functional magnetic resonance imaging (fMRl),
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the hemodynamic response is typically suppressed upon repeated presentation of the same stimulus exemplar, a
phenomenon termed repetition suppression (RS). RS can thus be used as an inferential measure of the neural
computations underlying stimulus individuation. If pediatric OTC resection patients were to evince typical RS patterns in
preserved cortex, this would support the claim of post-operative plasticity of higher-level vision. To test this, pediatric
patients post-surgery, which did or did not include OTC, and healthy age-matched controls participated in an fMRI study.
In the adaptation/RS paradigm, in separate functional runs, participants viewed blocks of either the same visual
exemplar presented 12 times (“same” condition) or 12 unique exemplars (“different” condition), each for faces, objects,
and words (and an intermediate condition as well). In addition, participants completed an independent functional
localizer study to define regions of interest (ROI) for face-, object-, and word-selectivity. RS was approximated as the
difference in the average beta weight for the different and same conditions, within each ROI as well as in whole-brain
analysis. Across stimulus categories and ROIs, patients (OTC and non-OTC) exhibited RS profiles within the control
distribution (confirmed with Crawford statistics for neuropsychological single-subject case studies). These findings
suggest that post-resection, residual cortex can fulfill the necessary computations for visual exemplar individuation,
potentially explaining the patients’ post-operative behavioral compensations.

Acknowledgements: This work was supported by Award Numbers T32GM008208 and T32GM081760 from the NIGMS and
RO1EY027018 from the NEI. The content is solely the responsibility of the authors and does not necessarily represent the official
views of NIGMS, NEI, or the National Institutes of Health.

3:30 pm
The developmental trajectory of object recognition robustness: comparing
children, adults, and CNNs

Lukas S. Huberl:2 Jukas.huber@uni-tuebingen.de, Robert Geirhos2:3, Felix A. WichmannZ2; 1University of Bern,
2University of Tubingen, 3International Max Planck Research School for Intelligent Systems

Core object recognition refers to the ability to rapidly recognize objects in natural scenes across identity-preserving
transformations, such as variation in perspective, size or lighting. In laboratory object recognition tasks using 2D images,
adults and Convolutional Neural Networks (CNNs) perform close to ceiling. However, while current CNNs perform poorly
on distorted images, adults' performance is robust against a wide range of distortions. It remains an open question
whether this robustness is the result of superior information representation and processing in the human brain, or due to
extensive experience (training) with distorted visual input during childhood. In case of the latter, we would expect
robustness to be low in early childhood and increase with age. Here we investigated the developmental trajectory of core
object recognition robustness. We first evaluated children's and adults' object classification performance on undistorted
images and then systematically tested how recognition accuracy degrades when images are distorted by salt-and-
pepper noise, eidolons, or texture-shape conflicts. Based on 22,000 psychophysical trials collected in children aged 4—
15 years, our results show that: First, while overall performance improves with age, already the youngest children
showed remarkable robustness and outperformed standard CNNs on moderately distorted images. Second, weaker
overall performance in younger children is due to weak performance on a small subset of image categories, not reduced
performance across all categories. Third, when recognizing objects, children—like adults but unlike standard CNNs—
heavily rely on shape but not on texture cues. Our results suggest that robustness emerges early in the developmental
trajectory of human object recognition and is already in place by the age of four. The robustness gap between humans
and standard CNNs thus cannot be explained by a mere accumulation of experience with distorted visual input, and is
more likely explained by a difference in visual information representation and processing.

3:45 pm

Developing topographic visual domain organization in a recurrent neural
network with biological constraints

Nicholas M Blauch? blauch@cmu.edu, Marlene Behrmann?, David C Plautl; 1Carnegie Mellon University

We present a novel account of the origin of domain-selective regions in ventral temporal cortex. We use a deep
convolutional neural network model of early visual cortex as input to a multi-layer recurrent map-like model of ventral
temporal cortex, and train this model to jointly recognize faces, objects, and scenes. We implement spatially-restricted
receptive fields within and between VTC map layers, and restrict feedforward connectivity to be excitatory. Learning in
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the model results in the development of smooth topographic domain-selectivity for faces, objects, and scenes, especially
in more “anterior” layers of the network. We confirm the functional significance of domain-selectivity using searchlight
and lesion analyses. By contrast, the network does not develop topographic domain representations without the
excitatory restriction on feedforward connectivity. Further, we implement a more biologically detailed version of the
model in which neurons can be only excitatory (E) or inhibitory (1) in their influence on other neurons (Dale’s Law), with
only E units projecting feedforward connections. Using two overlaid maps of E and | neurons per VTC area, we again
find topographic domain organization in VTC layers. Moreover, E and | units develop column-like responses with
overlaid selectivity profiles. In contrast to classical self-organizing map models, we find that spatially broader inhibition is
not needed to explain topographic organization. Rather, broadening inhibition relative to excitation gives rise to finer-
grained patterning of multiple domain-selective regions whose spatial profiles can be further tuned by the receptive field
size. Finally, whereas previous work has simulated topography by explicitly encouraging an exponential decay of
pairwise unit response correlation as a function of unit distance (Lee et. al, 2020), this result emerges naturally from
learning in our model. In sum, we show that biological constraints on network connectivity can produce topographic
domain-selectivity in a distributed neural network without innate domain-specificity.

Acknowledgements: Funding was provided by NIH grant RO1 EY027018 (to M.B. and D.C.P), and a Carnegie Mellon
Neuroscience Institute Presidential Fellowship (to N.M.B).
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8:00 pm
Value-driven efficient search is accompanied by differential visual

processing area for high- vs low-value objects

Kiomars Sharifil kio.sharifi@gmail.com, Ali Khoshvishkaiel, Ali Ghazizadehl2; 1Bio-intelligence Research Unit,
Electrical Engineering Department, Sharif University of Technology, Tehran, Iran, 2School of Cognitive Sciences,
Institute for Research in Fundamental Sciences, Tehran, Iran

Efficient search (small search slope) is often attributed to pop-out effects that result from low-level visual features. In
contrast, we have recently shown that with adequate reward training, non-human primates efficiently search for a high-
value target among low-value distractors (target-present trials) regardless of basic low-level features (Ghazizadeh et al.
2016). However, the mechanism of value driven efficient search is not known. In this study, we try to address this issue
in the context of a simultaneous decision-making problem. In particular, we utilize a multi-alternative drift-diffusion
(MADD) model with various parameters to model decision noise, attention and decision threshold to fit search times in
both value-driven target present and target absent trials. To this end, behavioral data of four macaque monkeys trained
with a large number of (>300) random fractals which were arbitrarily associated with small or large rewards (i.e., "bad" or
"good" objects, respectively) for varying training durations (1-day, 5-days and 30 days) were analyzed. We applied
dynamic programming to fit several parametrization schemes of MADD to the data and assessed its performance using
cross validation. Preliminary results indicate that longer reward training increases visual processing area differentially for
good vs bad objects without significant changes in decision noise or decision threshold. Consistent with this, longer
reward training increased the percentage of long-range saccades toward the good objects. Also consistently, the
reduction of search slope is only observed for target-present but not target absent trials (search asymmetry). These
effects expose a rich, dynamic interaction between reward history and decision making during visual search that is not
necessarily explained by classical low-level guiding features. These results suggest that long-term value training may
have modified the spatial extent neurons' receptive field in the ventral stream with larger effects for more valuable
objects, a speculation that remains to be tested in the future.

8:15 pm
Can attention impair temporal resolution? A spatiotemporal confusion

account of temporal impairment following a brief cue

Louisa A. Talipski! louisa.talipski@anu.edu.au, Stephanie C. Goodhew?!, Mark Edwards?; 1The Australian National
University

Attention is known to enhance many aspects of visual perception. In contrast, however, some authors have claimed that
attention elicited by an exogenous cue harms temporal resolution (i.e., the ability to perceive variation in luminance
across time). In this study, we examined the possibility that this temporal impairment is not a consequence of attention,
but of “spatiotemporal confusion”: participants mistaking the temporal signal provided by the cue’s onset and/or offset for
that generated by the target, a possibility that is especially likely when the cue and target are temporally and spatially
proximal. We used four attentional cues that differed in their spatial proximity to the target—small and large peripherally
presented frames, and centrally presented arrow and gaze cues—and examined the effects of cueing on temporal gap-
detection performance, a task which requires participants to distinguish between a single versus a double abrupt
luminance change across time. The two peripheral cues flashed on and off prior to target onset, while the two central
cues remained on the display until response. Results from a simple reaction-time detection task revealed that all four
cues were capable of shifting attention. However, only the two peripheral cues—that is, the cues that were most spatially
proximal to the target—generated a temporal impairment on the temporal gap-detection task. When the peripheral cues
remained on the screen until response—and therefore spatiotemporal confusion was minimized through eliminating the
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luminance change associated with cue offset—no effect of cueing on the temporal gap-detection task was observed,
even though the evidence indicated that these cues still produced an attentional shift. These results provide strong
evidence that the temporal impairment is not attentional in origin, which, in turn, fundamentally challenges models of
attention that claim differential effects of cueing on spatial and temporal resolution.

8:30 pm

Duration compression in unrecognizable objects due to crowding as seen in
general shape recognition

Sofia Lavrenteval, Ikuya Murakamil; 1The University of Tokyo

Crowded letters subjectively last shorter than non-crowded ones (Lavrenteva & Murakami, VSS2020), but the
characteristics and possible mechanisms of this phenomenon are yet to be clarified. To examine whether it is specific to
letters, we replicated the phenomenon using non-letter vernier acuity stimuli (two horizontally offset vertical lines) as
targets. They were presented on a gray background in the periphery of the right visual hemifield and surrounded by
horizontally arranged flankers (digital number ‘8’), five to the left and five to the right of the target. In “crowded” stimuli,
the nearest flankers shared its color with the target (e.g., white), while all the other flankers had a different color (e.g.,
black). In “non-crowded” stimuli, only the outermost flankers had the same color as the target. Similar to the letter
targets, the non-letter targets subjectively lasted shorter in the “crowded” stimuli than in the “non-crowded” ones. This
implies that duration compression depends not on letter identification, but rather on the occurrence of crowding seen in
general shape recognition. In another experiment focused on onset/offset timing error as a potential cause, we used
similar stimuli but with digital letters as targets. A clock with a constantly rotating hand was presented in the middle to
measure the perceived onset and offset of the crowded and non-crowded stimuli. The offset (but not the onset) of the
crowded stimuli appeared to lag behind the offset of the non-crowded stimuli. If anything, this contradicts the duration
compression of the crowded stimuli. These results are more consistent with a change of pacemaker rate in the
pacemaker-accumulator model of time perception, such that the non-crowded stimuli speed the pacemaker up and/or
the crowded stimuli slow it down. This study indicates that processing in “what” pathway of the visual system can distort
time perception by affecting the internal pacemaker.

Acknowledgements: Supported by KAKENHI 18H05523
8:45 pm
Higher-order statistics contained in natural scenes allow task-irrelevant

visual perceptual learning of supra-threshold orientation to occur

Kazuhisa Shibatal kazuhisa.shibata@riken.jp, Daiki Ogawa?2, Yuka Sasaki3, Takeo Watanabe3; IRIKEN Center for
Brain Science, 2School of Letters, Nagoya University, 3Department of Cognitive, Linguistics, & Psychological Science,
Brown University

Visual perceptual learning (VPL) of orientation occurred as a result of exposure to task-irrelevant supra-threshold natural
stimuli (NS), but not to artificial stimuli (AS) that consisted of the identical primitive statistics such as the luminance,
orientation, and spatial frequency distributions to those of the NS (Shibata et al., VSS, 2020). Here we examined what
factor in NS allows task-irrelevant VPL to occur. Given that the above-mentioned primitive statistics information in AS
that was extracted from NS was not sufficient for task-irrelevant VPL, one possibility is that information about spatially
regular patterns in NS, which cannot be synthesized by the primitive statistics, is necessary for task-irrelevant VPL. To
test this possibility, we used Portilla & Simoncelli stimuli (PSS), which include correlational structures among signals
from different positions, orientations, and scales and have the spatially regular pattern information of NS (Portilla &
Simoncelli, Int 3 Comput Vis, 2000). For 10 days, three different groups of participants (n=12 for each) were repeatedly
exposed to a set of supra-threshold NS, PSS, or AS with a dominant orientation (trained orientation) while performing a
rapid serial visual presentation (RSVP) task. Before and after the exposure, orientation discrimination performance was
measured on both the trained and untrained orthogonal orientations. For the trained orientation, significant performance
improvement was found in the PSS condition, although it was not as great as in the NS condition. However, no
significant improvement was obtained in the AS condition. For the untrained orientation, none of the conditions showed
significant improvement. We also found that performance on the RSVP task was significantly lower in the NS and PSS
conditions than in the AS condition. These results suggest that the higher-order statistics in the PSS are not suppressed
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even if the stimuli are task-irrelevant and partially contribute to VPL of the orientation in the stimuli.

Acknowledgements: This work is supported by JSPS KAKENHI Grant Number 19H01041 (to KS), 20H05715 (to KS), NIH
RO1EY027841, RO1EY019466 (to TW), R21EY028329 (to YS), and United States - Israel Binational Science Foundation
BSF2016058 (to TW).

9:00 pm
Role of memory in a Bayesian ideal observer model of visual search in

natural images

Shima Rashidil rashidis@student.unimelb.edu.au, Krista A. Ehingerl, Lars Kulikl, Andrew Turpinl; 1The University of
Melbourne, School of Computing and Information Systems

Given a model of target detectability over eccentricity across the visual field, the choice of next fixation is well predicted
via a Bayesian ideal observer when the background is 1/f noise (Najemnik & Geisler, 2005). We have recently extended
this work to real-world object targets embedded in natural image backgrounds (Rashidi, Ehinger, Turpin, & Kulik, 2020).
The presented work studies whether adding short-term memory to the ideal observer model improves predictions of
fixation patterns. We recorded eye movements from 5 observers searching for a person in 18 natural backgrounds. The
target subtended 0.96 degrees visual angle and could appear at any of 84 possible locations (0-6.75 degrees
eccentricity). We model the target detectability against each background using features extracted from deep
convolutional neural networks, pooled over spatial regions increasing in size with eccentricity. We feed the calculated
detectability maps to the ideal observer model and predict the fixation locations of the human observers. The model
assumes that observers integrate information about target location over all previous fixations, so we represent memory
span by limiting the integration to the most recent m fixations. We test m=2,4,6,8,10 and perfect memory. We find that
the model with a memory span of 4 fixations best predicts human visual search performance (RMSE = 3.476). This
improves on the original model which assumes no memory limitations (RMSE = 4.057, t(17) = 2.921, p = 0.0509). When
considering only the backgrounds where the mean number of search fixations is greater than 4, RMSE reduces from
4.879 t0 4.07 (t(11) = 2.214, p = 0.0488). This suggests that the visual system does not take the entire search history
into account when selecting the next fixation location, as suggested in the Najemnik & Geisler model. Instead, the choice
of next fixation is primarily based on the previous few fixations.

Acknowledgements: S. R. is funded by the University of Melbourne, via Melbourne research scholarship (MRS).

9:15 pm

The object as the unit of interaction between visual working memory and
visual attention

Litian Chenl It_chen@zju.edu.cn, Mowei Shenl, Hui Chenl; 1Zhejiang university, China

The current study aimed to answer a fundamental question regarding two central components of our cognitive system:
what is the unit of the interaction between visual working memory (VWM) and visual attention. To address this crucial
issue, we proposed two opposing hypotheses: (a) the unit of interaction is a Boolean map, which is a data format that
can contain only one within-dimension feature (e.g., “red” or “circle”; Boolean-map-unit hypothesis); and (b) the unit of
interaction is an object (object-unit hypothesis). We tested these two distinct hypotheses by adopting the memory-driven
attentional capture effect as well as manipulating the perceptual organization (objecthood) of two memorized color
representations. In two experiments, participants held two colors in VWM from either one or two objects, or one color,
and then performed a search task that sometimes contained a singleton-distractor with a memory-matching color.
Experiment 1 assessed whether attentional capture would be influenced by the objecthood of multiple representations in
VWM. The results showed that two colors in VWM could simultaneously guide attention when encoded from an
integrated object, but did not when they came from two separate objects. Experiment 2 replicated the results of
Experiment 1 and generalized to two different colors with essentially similar physical formats (i.e., e.g., two different
colored semicircles). More importantly, the results showed that the attentional capture by two different colors encoded
from one integrated object was equivalent to that of a single color. These results suggested that the objecthood of
multiple VWM representations significantly influences their ability for attentional guidance, thus supporting the object-unit
hypothesis. These novel findings provided first evidence indicating that the interaction between VWM and attention was
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implemented at the level of object and have crucial implications for understanding the architecture of interaction between
VWM and attention.

Acknowledgements: Supported by grants from National Natural Science Foundation of China (N0.31771201), National Science
Foundation for Distinguished Young Scholars of Zhejiang Province, China (No. LR19C090002), Humanities and Social Sciences
Foundation of the Ministry of Education of China (No.17YJA190001)

9:30 pm
Spatial extent of audiovisual cross-modal attention

Satoshi Shioiril shioiri@riec.tohoku.ac.jp, Shin Onol, Wei Weil, Shuichi Sakamotol, Ryo Teraokal, Yoshiyuki Sato3,
Yasuhiro Hatoril, Chia-huei Tsengl, Ichiro Kurikil; 1Tohoku University

[Introduction] Effect of the audiovisual cross-modal attention, e.g., facilitation of auditory processing at the location
attended visually, has been reported. To understand the underlying mechanism of such audiovisual attention, we
estimated the spatial distribution of attentional modulation for visual and auditory processing around the focus of either
visual or auditory attentions. [Methods] We measured attentional modulation in visual/auditory processing at 11 stimulus
locations along a horizontal line, using a technique with Steady State Responses (SSRs) of electroencephalogram
signals. At each of the 11 locations, a letter on a flickering disc was displayed and a loudspeaker was installed for
sounds with amplitude modulations for the purpose of SSR measurements. Different temporal frequencies were
assigned to the luminance flicker and amplitude modulation at different locations. The SSRs were extracted based on
the temporal frequency tagged to each location, based on which we estimated distribution of attentional modulation
around the focus of either visual or auditory attentions. Participants paid attention to a location indicated for detecting the
target (i.e., A) in sequences of simultaneously presentations of vowel letters and vowel sounds (rapid serial bimodal
presentations of A, E, I, O, U) at the location. The letters and sounds were presented also at the other locations to check
false responses. [Results] The results showed that visual attention influences auditory responses. Contrary to the
prediction, the influence of visual attention on the auditory response was suppression, rather than facilitation, and the
influence was found in the area that visual attention covered. The auditory attention, instead, did not show statistically
significantly effect on the visual responses, while the SSR amplitude for visual stimuli were larger around the focus of
auditory attention than the other locations. [Conclusion] We conclude that there is common attention process with a
spatial representation that integrates visual and auditory signals.

Acknowledgements: KAKENHI 19H01111

9:45 pm
Saccadic Suppression on Color and Luminance: Evidence from SSVEPs
Yuan Zhang! zhanglhm@163.com, Jing Chenl; 1Shanghai University of Sports

Our eyes make saccadic eye movements several times per second to direct the high-resolution fovea toward objects of
interest in the environment. During saccades, visual sensitivity is severely suppressed. Currently, there are inconsistent
results on whether saccadic suppression occurs in the parvocellular visual pathway in neurophysiological and
psychophysical studies. We recorded steady-state visually evoked potentials (SSVEPSs) induced by flickering
background stimuli (flickering rate = 7.5 Hz) during the execution of saccades (Chen, Valsecchi & Gegenfurtner, 2019,
Journal of Neurophysiology). The stimuli were either color-defined (isoluminant) or luminance-defined. Across two
experiments, we found reduced SSVEP responses at the time of saccades compared to fixation periods before
saccades. More importantly, the reduction in SSVEPs was similar for color-defined and luminance-defined stimuli
(Experiment 1: t(13)=-0.64, p=0.53, BF01=3.10; Experiment 2: t(10)=0.46, p=0.66, BF01=3.07 ). In Experiment 2, we
also measured the perceptual performance by asking the observer to discriminate a change of contrast in the stimuli.
The change was fixed at a level that gave 82% accuracy during stable fixation measured in a pre-test. At the time of
saccades, the accuracy dropped to 78.8% and 69.9% for color-defined and luminance-defined stimuli, respectively. The
reduction in perceptual performance was more pronounced for luminance than color, t(10)=-2.47, p=0.03. Therefore,
saccades likely suppress both the magnocellular and parvocellular pathways similarly up to the early visual cortex (see
also in Kleiser et al., 2004; Sylvester et al., 2005). Saccades, however, seem to affect their subsequent processes
differently, which may give rise to different perceptual suppressions on color and luminance.

Acknowledgements: Natural Science Foundation of China, 31900758
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Visual Memory: Working and long-term
Sunday, May 23, 10:30 am - 12:00 pm EDT, Talk Room 1 Join Zoom Webinar

Moderator: Niko Busch, University of Muenster

10:30 am

The evolution of complexity in visual memory
Zekun Sunl! zekun@jhu.edu, Subin Hanl, Chaz Firestonel; 1Johns Hopkins University

Memory rarely replicates exactly what we see; instead, it reconstructs past experiences with distortions and errors. In
some cases, memories lose their clarity and detail as time passes; in other cases, however, memories “add” details that
weren’t originally there. Though such biases are more commonly associated with naturalistic visual scenes (which may
recruit higher-level knowledge or schemas), here we show how memory adds content to even the simplest of stimuli:
ordinary geometric shapes. We generated a library of smooth-edged shapes, and manipulated their complexity by
gradually simplifying their skeletal structure — essentially altering the “amount of information” in the shapes. On each
trial of Experiment 1, subjects saw a novel shape; after a brief delay, a version of the same shape appeared at a
different level of complexity, and subjects’ task was to “adjust” the new shape to match the one they had just seen, using
a slider that altered the adjustable shape’s complexity. Surprisingly, subjects consistently misremembered the shapes as
more complex than they really were (i.e., the shapes they produced had increasingly informationally-dense skeletons).
Experiment 2 showed that this finding emerges even at wider ranges of complexity, and Experiment 3 expanded this
phenomenon further using the method of serial reproduction. In a “telephone game”, one observer’s recalled shape
became the presented shape of the next observer, and so on; these reproduction chains amplified our observed
complexity biases, such that 300 observers’ chains converged onto shapes much more complex than had initially been
presented. Finally, Experiment 4 ruled out certain forms of strategic responding, finding that the patterns remained no
matter the subject’s guess about the effect’s expected direction. These findings reveal a new “complexity bias”, whereby
even the most basic units of visual processing are remembered as being more information-dense than they really are.

10:45 am

Fixation-related EEG signatures of memory encoding of real-world scenes

Nico Broersl.2 nicobroers@icloud.com, Wanja A. Méssingl:2, Olaf Dimigen3, Niko A. Buschl.2; 1University of Miinster,
Germany, 20tto Creutzfeldt Center for Cognitive and Behavioral Neuroscience, Mlnster, Germany, 3Humboldt-
University Berlin, Germany

Although the gist of a scene can be extracted during a single glance, detailed visual memory encoding is suspected to
depend on the serial selection of more specific scene information via eye movements. It is yet unknown how aspects of
complex real-world scenes are accumulated and stored into memory with each fixation. Exploiting the excellent temporal
resolution of the EEG, we investigated how memory representations are enriched with information extracted from
successive fixations. We co-registered EEG and eye movements while thirty participants either actively explored the
scenes or passively fixated in their center. We then examined oscillations and potentials, both fixation- and stimulus-
onset related, as a function of whether a scene was remembered or forgotten in a recognition test 24 hours later. A
regression-based deconvolution modeling approach was employed to remove signal distortions from overlapping EEG
potentials. In the active viewing condition, we found a subsequent memory effect aligned to the initial presentation of the
scene, with a greater positivity at mid-frontal and parietal electrode sites 340-450 ms after image onset for subsequently
remembered scenes. Moreover, stronger alpha (7-12 Hz) synchronization was found for fixations on remembered as
opposed to forgotten scenes, corroborating the role of an online short-term memory mechanism supporting the
maintenance of information within a scene. Lastly, in the low-beta band (15-20 Hz), we found a transition from relatively
more synchronization to relatively more desynchronization from the first to the fourth fixation on the scene, suggesting
that successive ordinal fixations enrich long-term memory representations for the entire scene. Thus, our results show
how the content of memory is updated with each successive fixation. They also emphasize the role of visual short-term
memory for the construction of robust long-term memory representations during visual exploration.
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11:00 am

Individual differences in the use of motor and visual cues in memory
retrieval

Keren Taub?! kerentaub@gmail.com, Yonatan Goshen-Gottsteinl.2, Shlomit Yuval-Greenbergl2; 1Sagol School of
Neuroscience, Tel-Aviv University, 2School of Psychological Sciences, Tel-Aviv University

Eye movements during memory encoding act as retrieval cues: evidence shows that memory retrieval is improved when
eyes are shifted to the same position where they were located during retrieval. However, it is yet unknown whether it is
the motor action or its visual consequence that constitute the retrieval cue associated with eye movements. In this
research we examined the visual and motor aspects of eye movements in memory retrieval, and investigated individual
differences in the ability to gain from these cues. In our experiment (N=72) we dissociated the visual and motor aspects
of eye movements during memory encoding and retrieval. In each trial, participants performed two sequential saccades
to the left or right, and then were presented with a target word at the final landing position. The trials varied in vertical
location, as the horizontal saccades were performed either at the top or bottom part of the screen. During retrieval,
participants performed the same task but they were also asked to indicate whether the target was presented before.
Each retrieval trial matched its accompanying encoding trial in: the direction of the saccades (motor-only cue), the
vertical location (visual-only cue), both (motor-visual cue) or neither (no cue). Findings revealed that participants varied
in their ability to gain from eye movements as retrieval cues: while some participants benefitted from motor and visual
cues, others did not. We additionally found that recognition performance in the motor-only condition was positively
correlated across participants with performance in the visual-only condition, even after memory capabilities were
controlled for. To conclude, these findings suggest that the ability to gain from eye movements as retrieval cue is an
individual trait. Individuals who tend to benefit from eye movements as retrieval cues, tend to gain from both aspects of
these cues (motor and perceptual) to a similar extent.

Acknowledgements: The research was funded by the Israeli Science Foundation (ISF), grant 1960/19 to SYG and by the Ariane
de Rotschild Women Doctoral scholarship to KT.

11:15 am

Remembering similar items results in better visual working memory
performance due to chunking and not due to more detailed encoding

Michael Allen! mgallen@ucsd.edu, Timothy Brady?, Isabella DeStefanol; 1University of California, San Diego

Many models of memory predict that similar stimuli will interfere with each other impairing performance in memory tasks.
Yet, contrary to this expectation, some data in change detection tasks has found a benefit when the display colors are
similar (all green for example) as compared with when they are dissimilar (each a different color category) (Lin & Luck,
2009). We investigated two possible explanations for this effect. First, it could be that when display colors are all within
category, subjects are prompted to encode the colors in more specific detail (e.g. ‘light green’ etc.). As foils are always
within category, a more specific encoding in the similar condition would be more likely to result in detection of a change.
A second possibility is that when display colors are very similar subjects can use chunking or ensemble encoding
strategies, reducing the set size of the display or increasing the information available to support their response. We
replicated the original study, and compared performance across different within-category displays that varied in how
distinguishable the colors were from each other. Consistent with both hypotheses, the replicated effect was only evident
on ‘change’ trials; participants were more likely to respond ‘same’ on a change trial in the heterogenous condition. The
benefit of similarity varied, however, as a function of how many distractors were close to or indistinguishable from the
test item, and dropped off completely as display colors became highly distinguishable. Performance was highest when
the foil was the furthest color from the test color, and when the foil was further from the test color than either of the two
distractors. These results suggest that the performance benefit is due to chunking of very close or indistinguishable
display colors, and the contrast between the foil and gist information of the display colors.

Acknowledgements: NSF BCS-1653457 to Timothy F Brady
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11:30 am
When participants report zero confidence in their visual working memory,

how much information do they really have?

Hui-Yuan Miaol huiyuan.miao@vanderbilt.edu, Frank Tongl.2; 1Department of Psychology, Vanderbilt University,
2Vanderbilt Vision Research Center

There is a debate surrounding whether visual working memory is continuous (Ma, Husain & Bays, 2014) or discrete
(Zhang & Luck, 2008). The former theory assumes that people maintain some information about all items in a display,
whereas the latter proposes that discrete loss of item information can occur. The goal of our study was to determine
whether people actually guess in working memory tasks. To address this question, we leveraged confidence ratings and
presented 960 intermixed trials of a continuous report task and a same-different discrimination task (0° or 90° from
sample orientation). On each trial, participants were briefly presented with 1, 3, or 6 randomly oriented Gabor patches.
Next, they were cued to rate their memory quality for a specific item (scale 0-3), after which they had to complete one of
the two orientation tasks. Given that people have quite accurate metacognitive awareness (Rademaker et al., 2012), we
anticipated that the zero-confidence condition would provide greater sensitivity to test whether any quantifiable amount
of information remained present in working memory. Analyses focused on set size 6, as reports of zero confidence rarely
occurred at smaller set sizes. As predicted, discrimination accuracy and memory precision increased as a function of
reported confidence. In the same-different task, mean accuracy was 51%, 55%, 67%, and 86% for confidence levels 0
through 3, respectively, and 9/10 participants performed no greater than chance level at confidence level O (p > 0.1
uncorrected). In the continuous report task, the mean absolute error at confidence level 0 was 44.67°, which did not
reliably differ from an expected value of 45° for randomly distributed responses (p=0.76). Our findings provide
compelling evidence that discrete loss of information from visual working memory can indeed occur, and that reports of
zero confidence are commonly accompanied by random guesses.

Acknowledgements: Acknowledgements: This research was supported by an NIH RO1EY029278 grant to FT and a
P30EY008126 core grant to the Vanderbilt Vision Research Center.

11:45 am

“Honey, | shrunk the scene”: Changing perceived distance alters memory
for scene boundaries

Shreya Wadhwal swadhwa5@jh.edu, Alon Hafril, Michael Bonnerl; 1Johns Hopkins University

Memory for visual scenes is a constructive process that is prone to systematic distortions. These distortions can reveal
the mechanisms by which the visual environment is encoded in the mind. One striking distortion is “boundary extension”,
whereby observers mistakenly recall viewing a scene from farther away than actually observed—and recent work has
revealed the existence of a surprising, complementary effect of “boundary contraction”. What memory processes drive
these distortions? We hypothesized that these distortions are driven by normalization toward canonical viewing
distances, pushing memory outward for close-up scenes and inward for distant scenes. We directly tested this
hypothesis by exploiting image manipulations that selectively alter perceived distance while preserving other perceptual
and semantic content. First, we created “fake miniatures” of distant scenes using a digital “tilt-shift” effect, which
simulates the shallow depth-of-field of close-up images. For example, we made a distant railway scene appear to be a
diorama with a toy train. If memory distortions are dependent on how far away a scene appears, then decreasing
perceived distance should increase boundary extension. We embedded distant scenes and “close-up” (tilt-shifted)
versions of the very same scenes in a boundary judgment paradigm: Participants reported whether a probe image was
closer-up or farther-away than a briefly displayed (250ms) and masked target. As predicted, tilt-shift induced powerful
increases in boundary extension at the image-level (Experiment 1)—an effect that could not be explained solely by the
manipulation’s low-level properties, e.g., the addition of blur gradients or saturation (Experiment 2). A final experiment
showed that the perceived-distance effect generalizes to a completely different image manipulation: a spherical
distortion which reduces perspectival cues to distance. Taken together, our results reveal that perceived viewing
distance plays a causal role in driving memory distortions for scene boundaries, suggesting that scene memories are
biased toward canonical views.
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Perception and Action
Sunday, May 23, 10:30 am - 12:00 pm EDT, Talk Room 2 Join Zoom Webinar

Moderator: Cristina Beccio, University of Genoa

10:30 am

Deep learning human action intention classification from natural eye
movement patterns
Ali Shaftil a.shafti@imperial.ac.uk, Paul Festorl, Pavel Orlovl, Mickey Lil, A. Aldo Faisall; limperial College London

As human life integrates further with machines, there is a greater need for intuitive human-machine interfaces. Gaze has
for long been studied as a window into the human mind, with gaze control interfaces serving to manipulate a variety of
systems from computers to drones. Present approaches do not rely on natural gaze cues, however, and use instead
concepts such as dwell time or gaze cursors to capture the human command whilst avoiding the problem of Midas
Touch. We present a deep learning approach to human object manipulation intention decoding solely based on natural
gaze cues. We run data collection experiments with healthy right-handed adults (n=15, 11 males, 4 females), interacting
with 6 different objects on a table, when cued with tasks requiring inspection and manipulation. All of them were involved
in three-hour sessions with breaks where they were asked to complete visuomotor tasks. In total, around 14,000
individual trials were completed and recorded. This lead to a dataset of human motor and non-motor intentions coupled
with high-frequency eye movement data, in the context of a dining table object manipulation scenario. We modelled the
task as a time series classification problem and took inspiration from Natural Language Processing sentiment analysis
models to design an architecture based on bidirectional LSTMs. Our model was trained and evaluated on our dataset
using 5-fold cross-validation. Results show that we can decode human intention of manipulation as opposed to
inspection, solely from natural gaze data, with 78.5% average accuracy (1.64% standard deviation). This shows the
feasibility of natural gaze interfaces for human-machine interaction, particularly in the context of robotic systems
seamlessly supporting their users with object manipulation in different settings, be that assistive for patients with
movement impairments, or collaborative, in industrial or service robots.

Acknowledgements: This project has received funding from the European Union’s Horizon 2020 research and innovation
programme under grant agreement No. 644000.

10:45 am

Stimulus dependence of theta rhythmic activity in primate V1

Prasakti Tenri Fanyiwil prasakti.tenri@gmail.com, Beshoy Agayby?, Ricardo Kienitz2:3, Marcus Haag#, Michael C.
Schmid®.4; INewcastle University, 2Ernst Strungmann Institute for Neuroscience, 3Goethe University, 4Fribourg
University

A growing body of psychophysical research suggests that perceptual sampling of complex environments might occur at
a theta rhythm (3-8 Hz). Electrophysiological recordings point to a neural origin of this theta-rhythmic sampling
mechanism in higher level cortical areas, often associated with exerting top-down attentional influences on perception.
Theta oscillations can also be found in extrastriate visual areas when animals see multiple stimuli. However it remains
unknown whether theta oscillations can be observed in primary visual cortex (V1) and to what extent their emergence
might depend on stimulus properties. To address these questions, we recorded multi-unit activity (MUA) and single unit
activity (SUA) from the V1 of two macaque monkeys passively viewing a visual stimulus with variable properties.
Analysis of the MUA showed that among the visually responsive electrode sites (n = 107 in Monkey 1 and n = 78 in
Monkey 2), more than 50 % showed a statistically significant theta oscillation when the stimulus appeared compared to a
baseline period without a stimulus. Doing the same analysis for single units (n = 38 in Monkey 1 and Monkey 2), we
found that more than 80 % of the sampled visually responsive units showed a statistically significant theta oscillation.
Theta power varied depending on size, contrast, and orientation of the stimulus. Within each of these stimulus property
domains (e.g. size), there was usually a single stimulus value that induced the strongest theta. The present study shows
that a highly stimulus dependent neuronal theta oscillation can be elicited in V1 at the earliest level of visual cortical
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processing. In contrast to extrastriate areas, theta can be observed in V1 in the presence of a single stimulus. Stimulus
driven theta oscillations in visual cortex might be an additional mechanism for perceptual sampling that occurs at the
same frequency range.

Acknowledgements: This work is supported by ERC grant Optovision 637638 to Michael C Schmid

11:00 am

Impairments of visually-guided reach plans after transcranial magnetic
stimulation over the human medial posterior parietal cortex

Rossella Breveglieril rossella.breveglieri@unibo.it, Annalisa Boscol, Sara Borgomaneril.2, Alessia Tessaril, Claudio
Gallettil, Alessio Avenantil.3, Patrizia Fattoril; 1University of Bologna, 2IRCCS Santa Lucia Foundation, Rome, 3Catholic
University of Maule, Chile

The medial posterior parietal cortex (mPPC) is involved in the visual guidance of reaching. Although several studies
investigated reaching performed towards different directions, only a few correlational studies investigated different
depths. Here, we studied the causal role of mPPC (putatively, human area V6A - hV6A) in encoding depth and direction
of reaching performed under visual guidance. Fifteen healthy humans performed a visually-guided reaching task which
required different eye-hand configurations (foveal and peripheral reaching): Constant gaze configuration (central gaze
fixation while reaching to one of 8 peripheral targets); Constant reach configuration (reaching to the central target while
fixating one of 8 peripheral targets); Foveal reach configuration (coincident fixation and reaching targets). We applied
single-pulse transcranial magnetic stimulation (TMS) over the left hV6A at 100 or 200 ms after reaction time onset, over
area V1 to check for non-specific effect of TMS, and in a SHAM condition with the coll tilted 90° over the vertex. We
found a site-specific and time-dependent effect: in particular, TMS delivered over hV6A 200ms after the Go signal
affected the encoding of the depth of reaching by decreasing the accuracy (in depth) of movements towards targets
located farther with respect to the gazed position, but only when they were far from the body (Constant gaze
configuration: repeated-measure ANOVA, Stimulation Condition x Stimulation Time x Depth interaction, F(4,56) = 3.00; p
= 0.03, partial n2 = 0.17). Reach end-point precision was not affected by TMS over hV6A. The effectiveness of both
retinotopic (farther with respect to the gaze) and spatial (far from the body) position is in agreement with the presence in
the monkey V6A of neurons employing either retinotopic, spatial, or mixed reference frames during reach plan. This
work provides the first causal evidence of the critical role of hV6A in planning visually-guided reaching movements in
depth.

Acknowledgements: Fondazione Cassa di Risparmio in Bologna (CARISBO internazionalizzazione 2019), Ministero
dell'Universita e della Ricerca (MIUR, PRIN2017KZNZLN, PRIN2017N7WCLP), Fondazione del Monte di Bologna e Ravenna
(839bis/2017), Bial Foundation (347/18), Ministero della Salute, ltaly (GR-2018-12365733).

11:15 am

Intention readout primes action categorization

Eugenio Scalitil eugenio.scaliti@iit.it, Giulia Borghinil, Kiri Pullar2, Andrea Cavallo3, Stefano Panzeri2, Cristina
Becchiol; 1Cognition, Motion and Neuroscience Unit, Center for Human Technologies, Fondazione Istituto Italiano di
Tecnologia, Genova, Italy, 2Neural Computation Lab, Center for Human Technologies, Fondazione Istituto Italiano di
Tecnologia, Genova, Italy, 3Department of Psychology, Universita degli Studi di Torino, Torino, Italy

Variations in movement kinematics convey intention-related information. Human observers are able to exploit this
information when explicitly prompted to do so. However, the question remains as to whether they spontaneously use this
information to process the actions of other people. The present study was designed to address this question.
Participants (n = 20) first completed a primed action categorization task. On each trial, they observed either a grasp-to-
drink or grasp-to-pour act (prime) followed by a static picture of an agent drinking or pouring (target). The static picture
could be congruent (75% of trials) or incongruent (25% of trials) with the intention of the previously observed grasp.
Participants were asked to categorize the action displayed in the static picture as fast as possible whilst remaining
accurate. This task served to establish whether spontaneous readout of intention information encoded in grasping
kinematics facilitates action categorization. Next, participants completed an intention discrimination task wherein they
were asked to discriminate the intention of the grasping acts used as primes in the action categorization task. Using a
logistic regression fitted to intention discrimination data for each participant, we determined how intention-related
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information encoded in grasping kinematics is read out with single-trial resolution. Analysis of response times in the
primed action categorization task showed that categorization responses were facilitated by congruent kinematic primes
(priming effect: 32.4 £ 10.7 ms, mean + SEM; t(19) = 3.02, p < .01). Importantly, the amount of facilitation varied with
single-trial intention readout, such that kinematic primes that were more informatively read out by participants in the
intention discrimination task induced larger priming effects (Pearson correlation between priming effect and amount of
intention information readout: r = 0.13, p < .001). These findings demonstrate that intention-related information encoded
in movement kinematics is implicitly readout and spontaneously used to process others’ actions.

11:30 am

Stability versus natural hand pose: Humans sacrifice their usual grasp
configuration to choose stable grasp locations

Lina K. Kleinl, Guido Maiellol, Roland W. Fleming1.2, Dimitris Voudouris?; 1Justus Liebig University Giessen, Giessen,
Germany, 2Center for Mind, Brain and Behavior (CMBB), Philipps-Universitat Marburg and Justus Liebig University
Giessen, Marburg, Germany

Choosing appropriate grasp points on objects requires considering several factors. We aim to understand grasp
preference when we put natural hand configuration in conflict with grasp stability. Twenty-one participants grasped and
lifted objects using their right hand’s thumb and index finger. We rotated three brass cuboids to be either aligned or
unaligned with the individual’s natural grasp axis (NGA) to investigate when and how people stray from their natural
hand configuration. Grasp stability was manipulated by changing the surface properties on the cuboids: (a) all-brass, (b)
two opposing sides covered with thin wooden strips and (c) two opposing brass sides smeared with Vaseline with the
remaining two sides covered with sand paper. Analyses of the grasps on the all-brass object revealed the effect of object
orientation: Participants grasped the NGA aligned cuboids with both, clockwise and counterclockwise grasps, but the
cuboids rotated away from the NGA primarily with clockwise grasps. This behavior avoided extreme joint angles at the
moment of the grasp. Grasps on the wood and sand paper objects, however, were significantly attracted toward the
higher friction sides: People grasped the wooden sides more often than the brass sides and the sand paper sides more
often that the Vaseline covered brass. The attraction towards the higher friction surfaces was significantly stronger in the
sand paper than wood conditions. Our findings show that participants do not tolerate grasp locations on lower friction
surfaces to maintain their usual grasp configuration; they instead favor grasps that ensure stability over hand
configurations that may minimize energy expenditures. A simple model in which individual participants’ NGAs are shifted
proportionally to the visually-perceived friction of the cuboid surfaces neatly accounts for our results. These findings
suggest a crucial role of surface material properties in grasping.

Acknowledgements: This research was funded by the DFG; Project 222641018—-SFB/TRR 135 TP C1 and IRTG-1901: "The
Brain in Action" and by the ERC Consolidator Award “SHAPE” (ERC-CoG-2015-682859) and a Marie-Sktodowska-Curie
Fellowship (H2020-MSCA-IF-2017: “VisualGrasping” Project ID: 793660) supported Guido Maiello.

11:45 am

Foothold selection during locomotion over rocky terrain

Karl Muller® karl.muller@utexas.edu, Jonathan Matthis2, Mary Hayhoel; 1University of Texas at Austin, 2Northeastern
University

Very little is known about how visual information is used to guide foot placement during natural locomotion. Previous
work studying the role of vision in locomotion has largely relied on constrained environments like treadmills or visual
stimuli presented to head-fixed subjects. While these types of experimental controls are helpful for understanding such a
complex behavior, there is also much to be learned from studying the behavior as it unfolds naturally. Using an
apparatus that combines mobile eye tracking (Pupil Labs), IMU based motion capture (Motion Shadow), and
photogrammetric software (Meshroom), we collected a novel dataset that features measurements of gaze direction,
body position, and 3D environmental structure as subjects navigate across various outdoor terrains. The dataset is
spatially and temporally aligned, so that the gaze direction, body position, and environmental structure information is all
in the same coordinate frame, represented as a triangle mesh or a point cloud. Use of Meshroom on the Pupil Labs
scene camera images allows correction for IMU drift by fixing the scene relative to the head. The median distance
between foothold estimates across 12 different walks and subjects is 3cm. This is much more accurate than previous
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estimates which assumed a flat ground plane. Using this method, we have examined the distribution of terrain
smoothness at locations where subjects fixated, and placed their feet. Differences in smoothness statistics between
foothold locations and comparable control locations are modest. However, a convolutional neural network (CNN) trained
to distinguish an actual from pseudo randomly selected foothold locations can do so at 65% accuracy. This suggests
that there are indeed visual features that differentiate suitable from unsuitable footholds, but the differences are small.
Since we found high replicability between paths chosen for different walks and different subjects, a stronger determinant
of where subjects walk may be path feasibility.

Acknowledgements: NIH grants EY05729 and EY028229
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12:30 pm
Self-motion cues in the natural habitats of zebrafish support lower visual
field bias

Emma Alexanderl, Venkatesh Krishna S.2, Tim C. Hladnik3, Nicholas C. Guilbeault?, Lanya T. Cail, Tod R. Thiele2,
Aristides B. Arrenberg3, Emily A. Cooperl4; 1School of Optometry & Vision Science Program, University of California,
Berkeley, 2Department of Biological Sciences, University of Toronto, 3Werner Reichardt Centre for Integrative
Neuroscience, Institute of Neurobiology, University of Tlbingen, 4Helen Wills Neuroscience Institute, University of
California, Berkeley

The optomotor response (OMR) behavior in larval zebrafish comprises swimming prompted by visual motion cues. This
behavior is likely key to self-stabilization in moving aquatic environments. Larval zebrafish collect visual information from
a very large field of view (>120 degrees both horizontally and vertically), but they preferentially respond to motion in the
lower and posterior visual field with OMR (Wang et al., Cell Reports, 2020). We hypothesized that this preference
reflects an adaptation to gather sensory signals from regions in the visual field where optical flow is most reliably
informative about self-motion. To test this hypothesis, a video dataset was collected in nine natural shallow-water
habitats located across the ecological range of the species. The videos were recorded using a 360-degree underwater
camera, attached to a robotic gantry that moved through a series of controlled trajectories, including rotations and
translations at multiple speeds. The total dataset includes several minutes of data for each trajectory, collected at 100
frames per second. Using an optical flow analysis on this dataset, we mapped the spatial distribution of several metrics
of motion cue quality. We show that the lower visual field contains more texture information, produces more accurate
motion cues over the dataset, and provides lower variance estimates of image motion from frame to frame. These
factors likely contribute to more accurate and reliable self-motion estimates from the lower visual field compared to the
upper visual field. The motion statistics found in our dataset both explain the lower-field bias seen in zebrafish OMR
behavior and suggest practical design strategies for visual guidance systems in underwater robotics applications.

12:45 pm
Non-rigid motion perception from optic flow
Krischan Koerfer! krischan.koerfer@uni-muenster.de, Markus Lappel; 1University of Muenster

Perception of non-rigid motion of water, clouds, fire, bird flocks etc. is challenging. Their optic flow patterns deform over
time, lack clear borders, have independently moving parts, and can even be inconsistent with their motion. We
investigated whether non-rigid motion can be perceived via the dynamics it causes in the optic flow. We developed three
types of rotating pattern stimuli that contain different flow properties. Each single frame of a stimulus consisted of a
random dot distribution devoid of any structural information. Across frames, the dots were rotated around the center of
the pattern. The speed of the rotation depended on the distance to the center. In the first pattern, dot speed increased
with distance up to a maximum, while dots further away stood still, creating a sharp boundary. In the second pattern, dot
speed decreased with distance like in a water vortex. In the third pattern, dot speed was constant throughout the screen.
The patterns themselves then moved over the screen. The dots did not follow this motion, only the center of the rotation
moved, so this motion was independent from the instantaneous optic flow. Subjects were well able to report the final
position and travelled path for all three patterns, showing that perception did not rely on borders or speed differences in
the optic flow but on its dynamics. Adding a coherent global motion did not hamper performance, but adding local noise
did, indicating that the visual system derives the dynamic pattern on a local scale. In a subsequently speed
discrimination experiment, subjects judged the non-rigid patterns only slightly slower than a rigid control stimulus,
revealing that speed perception was not just based on the instantaneous optic flow. We propose that the visual system
can use the dynamics in the optic flow for motion perception of non-rigid objects.
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Acknowledgements: This research was supported by the German Research Foundation project LA952-7
1:00 pm

Body posture affects the perception of visually simulated self-motion

Bjoern Joerges? bjoerges@yorku.ca, Nils Buryl, Meaghan McManus?, Robert S. Allison, Michael Jenkinl, Laurence R.
Harris®; 1Center for Vision Research, York University

Perceiving one’s self-motion is a multisensory process involving integrating visual, vestibular and other cues. The
perception of self-motion can be elicited by visual cues alone (vection) in a stationary observer. In this case, optic flow
information compatible with self-motion may be affected by conflicting vestibular cues signaling that the body is not
accelerating. Since vestibular cues are less reliable when lying down (Fernandez & Goldberg, 1976), conflicting
vestibular cues might bias the self-motion percept less when lying down than when upright. To test this hypothesis, we
immersed 20 participants in a virtual reality hallway environment and presented targets at different distances ahead of
them. The targets then disappeared, and participants experienced optic flow simulating constant-acceleration, straight-
ahead self-motion. They indicated by a button press when they felt they had reached the position of the previously-
viewed target. Participants also performed a task that assessed biases in distance perception. We showed them virtual
boxes at different simulated distances. On each trial, they judged if the height of the box was bigger or smaller than a
reference ruler held in their hands. Perceived distance can be inferred from biases in perceived size. They performed
both tasks sitting upright and lying supine. Participants needed less optic flow (perceived they had travelled further) to
perceive they had reached the target’s position when supine than when sitting (by 4.8%, bootstrapped 95% Cl=
[3.5%;6.4%], determined using Linear Mixed Modelling). Participants also judged objects as larger (compatible with
closer) when upright than when supine (by 2.5%, 95% CI=[0.03%;4.6%], as above). The bias in traveled distance thus
cannot be reduced to a bias in perceived distance. These results suggest that vestibular cues impact self-motion
distance perception, as they do heading judgements (MacNeilage, Banks, DeAngelis & Angelaki, 2010), even when the
task could be solved with visual cues alone.

Acknowledgements: We acknowledge the generous support of the Canadian Space Agency (15ILSRA1-York).
1:15 pm
Bimodal probability distributions decoded from human visual cortex reflect

perception

Andrey Chetverikovl andrey.a.chetverikov@gmail.com, Janneke F.M. Jeheel; 1Donders Institute for Brain, Cognition,
and Behavior, Radboud University

How do humans infer an object’s direction of motion from noisy sensory input? We hypothesized that observers utilize
not only motion but also orientation information in their inferences, capitalizing on “streaks” created by moving objects
(see also Geisler, 1999, Nature). We implemented this hypothesis in an ideal (Bayesian) observer framework, in which
an observer’s knowledge is quantified using probability distributions. This led to several predictions that we tested using
psychophysics and fMRI. Participants viewed dots moving coherently in a random direction and then reported the
perceived direction of motion. Using a probabilistic pattern-based analysis (cf. van Bergen, Ma, Pratte & Jehee, 2015,
Nature Neuroscience), we decoded the probability distribution of motion direction from activity patterns in visual areas
V1-V4, and hMT+. Corroborating the predictions of the Bayesian observer model, we found that 1) probability
distributions decoded from cortical activity had a characteristic bimodal shape, consistent with the notion that orientation
might provide an important cue to the direction of motion. 2) The widths and 3) locations of the two peaks of the decoded
probability distributions predicted, respectively, trial-by-trial variability in the participants’ behavioral responses, and the
magnitude and direction of their behavioral errors. Finally, (4) in a follow-up behavioral experiment, analysis of the
behavioral response distribution revealed a similar bimodal pattern, with one peak roughly centered at 0° and the other
at 180° with respect to the true motion direction. Thus, observers sometimes perceived the stimulus as if it moved in a
direction opposite to its true direction of motion, as predicted by the model. Together, these results suggest that human
observers use not only motion, but also orientation information in their judgments of a moving stimulus, and moreover
reveal the neural basis of the inference process involved.

Acknowledgements: This work was supported by ERC Starting Grant 677601 to J.F.M.J. A.C. received an Excellence Fellowship
from Radboud University.
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1:30 pm
Motion silencing explained as an error of interpretation
Qihan Wul gwu30@jhu.edu, Jonathan Flombaum?; 1Johns Hopkins University

Failures of perception often support inferences about processing limitations: bottlenecks, and limited attention, for
instance, as revealed by the attentional blink, change blindness and other examples. Motion silencing is a striking
illusion that has been interpreted along these lines. The illusion is that observers fail to see individual dots changing
color when the dots constitute a larger disc which is rotating as a whole (but not a stationary disc), a failure thought to be
caused by too much information to process at once. Using methods that closely follow the original illusion report, we
investigated the alternative hypothesis that silencing reflects the erroneous inference that detected color changes were
spuriously caused by the rotating motion. We support this hypothesis, first, by demonstrating a situation in which color
changes are perceived despite large amounts of motion energy. Specifically, with randomly moving dots inside of a
confined space observers perceive color changes as robustly as they do when the dots remain unmoving. If color
changes can be perceived in the presence of motion, then motion itself cannot be the limiting factor. Second, we used a
pair of controlled stimuli to demonstrate that the illusion obtains only when the visual system has reason to infer an
underlying object upon which all the dots are set. Specifically, when two groups of oppositely translating dots were
presented, participants saw a three-dimensional rotating cylinder and critically, when the dots changed colors, the
silencing illusion obtained. When the two sets of dots translated in the same direction, removing the cylinder percept,
silencing was reduced (p < 0.001). A limitation caused by motion should be equally present when dots translate in the
same or opposite directions. That silencing is only present when an underlying object is implied reveals the illusion as an
interpretive error.

1:45 pm
Bayesian interpretation of artificial neural network models in perception
Cheng Qiul giucheng1019@gmail.com, Alan Stocker!; 1University of Pennsylvania

Bayesian observer models and artificial neural networks (ANNS) in computer vision operate on the same general
premise that vision reflects optimal behavior. Thus, a Bayesian interpretation of ANNs could provide intuitive
understanding of the networks' computational properties as well as insights into how Bayesian computations can emerge
through algorithmic learning. We explored such an interpretation for a recently proposed ANN model of motion
perception (Rideaux/Welchman, 2020). The network, trained to identify translational motion categories of natural
images, showed similar perceptual biases toward slow speeds as has been observed for human subjects. The authors
note, however, that because the distribution of training samples was uniform across all motion categories, these biases
cannot be due to a slow-speed prior. We demonstrate that the geometry of the feature space is crucial for making a
correct Bayesian interpretation. Although the distribution of training samples was uniform across categories, it did not
correspond to a uniform distribution in 2D velocity space because the chosen categories were not equidistant in this
space. Similarly, the categorical loss function (cross-entropy) more strongly penalized low-speed errors as the
categories were closer at low speeds. Both aspects led to an over-representation of slow-speed motion, thus effectively
embedding a slow-speed prior. We show that by correctly accounting for the geometry of the feature space, the ANN
estimated speeds are in agreement with predictions from a Bayesian observer model. Furthermore, we show that the
amount of sensory uncertainty depends on the architecture of the network (i.e. its resource), e.g., the kernel size of the
convolutional layer determines the likelihoods of the motion stimuli. Together, our results show that ANN models of
perception can be interpreted as an algorithmic implementation of a Bayesian inference process given resource
constraints and the proper combination of prior, likelihood, and loss structure of the task.

Acknowledgements: NSF grant 11S-1912232

V-VSS 2021 Program 103


mailto:qwu30@jhu.edu?subject=Your V-VSS 2021 Talk - Motion silencing explained as an error of interpretation
mailto:qiucheng1019@gmail.com?subject=Your V-VSS 2021 Talk - Bayesian interpretation of artificial neural network models in perception

Talk Sessions >

Eye movements: Saccades, pursuit, vergence
Sunday, May 23, 12:30 - 2:00 pm EDT, Talk Room 2 Join Zoom Webinar

Moderator: Jolande Fooken, University of British Columbia

12:30 pm
Sports athletes use predictive saccades! But why?
Christian Vater? christian.vater@ispw.unibe.ch, David Mann2; 1University of Bern, 2Vrije Universiteit Amsterdam

In sports, high-level athletes are able to predict the actions of an opposing player. Interestingly, such predictions are also
reflected by the athlete’s gaze behaviour. In cricket, for example, a bowler bowls the ball in the direction of a batsman.
The ball first bounces on the ground before the batsman tries to hit the ball with his bat. During the ball flight, players
very often initiate two predictive saccades: one to the predicted ball-bounce point and a second to the predicted ball-bat-
contact point. That means, they move their eyes ahead of the ball and “wait” for the ball at the new fixation location,
potentially using their peripheral vision to update information about the ball’s trajectory. In this study, we investigated
whether predictive saccades are linked to the processing of information in peripheral vision and if predictive saccades
are superior to continuously following the ball with foveal vision using smooth-pursuit eye-movements (SPEMSs). In four
experiments (Experiments 1a, 1b, 2a, and 2b), we first compared speed-discrimination performance when using foveal
vision (during SPEMSs) or peripheral vision (during fixations). We found that speed discrimination performance was better
during pursuit than during fixation. In the next two experiments (Experiment 3 and 4), we evoked the typical eye-
movements observed in cricket. Results show that the information gathered during SPEMs is sufficient to estimate when
the target will hit the fixated location, and that peripheral monitoring does not help or is not used to improve this
estimation. Finally, in the last experiment (Experiment 6), we show that it may actually be beneficial to use SPEMs to
predict the TTC of a moving target rather than predictive saccades. Thus, predictive saccades that move fixation ahead
of a target are unlikely to be performed to enhance the ability to peripherally monitor a moving target.

12:45 pm
Ability of the peripheral visual field to maintain motor alignment
Sonisha Neupane'! neupanes@indiana.edu, Clara Mestre!, T Rowan Candy!; TIndiana University School of Optometry

Objective: Some patients are believed to use peripheral vision to achieve motor eye alignment. The objective of this
study was to test the ability of peripheral field to drive vergence. Method: 8 adults (15 to 51 years) participated.
Naturalistic images (SYNS dataset) were presented dichoptically (80x60deg) with a monocular fixation target and
binocular mean luminance simulated central scotoma (radii 0,5,10,15,20, or 25 deg). The scotoma had a smooth
transition to the image and antiphase serration in the periphery in two eyes. In each trial, the subjects performed a
nonius task to confirm alignment before the image stepped to a disparity (0,0.5,1,2,4, or 8 deg) for 1.5 secs while
responses were recorded with an Eyelink1000 (SR-Research). Six repetitions were performed in random order. Results:
Disparity tuning with no scotoma was similar to the previous literature, peaking at 1° disparity for divergent & 2° for
convergent stimuli. Mean open loop vergence amplitude at the second latency point for 0°, 5°, 10°, 15°, 20° & 25°
scotoma were 0.41+/-0.23, 0.42+/-0.18, 0.62+/-0.14, 0.42+/-0.13, 0.21+/-0.11, 0.21+/-0.45 deg when averaged across 2°
convergent and divergent disparities. At 0° scotoma, subjects were able to respond to the smallest disparity, but as
scotoma size increased (at 20°& 25°), there was minimal response to disparity < 2°. Conclusion: Peripheral visual field
(to 40° eccentricity) is able to initiate vergence responses to the removal of a 25° radius central scotoma, with reduction
in response amplitude that varies across individuals. The highest amplitude was at 2-deg of disparity for all scotoma
sizes. This has implications for understanding how patients with central scotomas resulting from suppression or retinal
pathology may be able to maintain eye alignment.

1:00 pm
Asymmetrical movement of the covered eye during midline saccadic/jump
vergence while accommodation remains symmetrical.
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Arvind Chandna'-2 arvind@ski.org, Devashish Singh', Stephen Heinen'; 1Smith Kettlewell Eye Research Institute,
2Alder Hey Children's Hospital. Liverpool. U.K.

For midline targets vergence and accommodation between the two eyes are believed to be symmetrical, controlled by
unitary commands and both facilitated by cross-links. These are important considerations in strabismus treatment. We
have previously demonstrated that for midline smooth pursuit, under monocular viewing, the covered eye does not follow
the viewing eye while accommodation remains symmetrical, questioning the unitary vergence command and cross links.
The purpose of this study was to see if the saccadic or jump vergence system, shared similar characteristics. Subjects
underwent a detailed clinical examination to confirm typical visual and oculomotor characteristics. Subjects were seated
at the end of a 6-meter track with their head resting securely on a chin rest. Subjects alternated on command between
fixation on a far target (350 cm) to a near target (33 cm) as it flashed in front of them along the midline. Eye movements
and accommodation were simultaneously measured with the PlusOptix PowerRefractor. Data was collected from both
eyes during binocular viewing and during monocular viewing with the fellow eye occluded with an IR passable filter.
During binocular viewing saccadic/jump vergence was synchronous between the two eyes as was accommodation.
However, during monocular viewing, the occluded eyes for all subjects showed variable eye movements from
desynchronized jump vergence to conjugate saccadic movement while accommodation remained symmetrical between
eyes. Comparisons of the linear regression slope of each eye for vergence and accommodation and standard
calculation of vergence confirmed these results to be true. Our results suggest that during monocular midline
saccadic/jump vergence the covered eye is not under a unitary vergence command and indicates the absence of the
putative cross-link where accommodation drives vergence. This is similar to our previous results with monocular pursuit
vergence user a similar paradigm suggesting these characteristics are not reserved for one set of eye movements.

1:15 pm

OpenEyeSim 2.0: Simulation of accommodation, depth-of-field, chromatic
aberration, and contrast sensitivity in a biomechanical model of the
oculomotor system

Alexander Lichtenstein! lichtenstein@fias.uni-frankfurt.de, Jochen Triesch!; 1Frankfurt Institute for Advanced Studies

We introduce OpenEyeSim 2.0, a detailed model of the biomechanics of human extraocular eye muscles and retinal
image formation. Like its predecessor OpenEyeSim, it features realistic muscle paths, muscle pulleys, and muscle
dynamics. In addition, OpenEyeSim 2.0 incorporates an efficient approximation of retinal image formation including
accommodation control, depth-of-field effects, longitudinal chromatic aberration, and contrast sensitivity. Compared to
ray tracing, our rendering process is kept simple and efficient, thereby facilitating studies on human vision development
with large numbers of simulation steps. This makes OpenEyeSim 2.0 a versatile platform for developing computational
models of the joint learning of visual representations and eye movement and accommodation control in the full
perception action cycle. To simulate accommodation control and depth-of-field effects during retinal image formation, we
use a simple but computationally efficient lens model. The model simulates different accommodation states (focal point,
pupil aperture) by using a custom shader during the rendering process. Different levels of blur are applied pixel-wise
based on an object's distance to the focal point and lens parameters. Longitudinal chromatic aberration is thought to
play an important role in accommodation control and its development. OpenEyeSim 2.0 efficiently approximates
chromatic aberration by an additional custom shader which applies different color manipulations during rendering of the
three RGB color channels. As an additional component, OpenEyeSim 2.0 allows the simulation of different contrast
sensitivity functions as measured in children from 1 to 8 months of age to study the effects of contrast sensitivity on
visual development. To the best of our knowledge, OpenEyeSim 2.0 is the first simulator to combine realistic extra-
ocular muscle dynamics with a simplified yet plausible model of retinal image formation including accommodation
control, depth-of-field rendering, and chromatic aberration effects.

1:30 pm
Dependence of perceptual saccadic suppression on peri-saccadic image

flow properties and luminance contrast polarity

Matthias Philipp Baumann matthias-philipp.baumann@student.uni-tuebingen.de, Saad Idrees?, Thomas Miinch?, Ziad
Hafed'; 1Centre for integrative neuroscience, Tiibingen
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Perceptual detectability of brief visual stimuli is strongly diminished across saccades. Recent work showed that this
perceptual suppression phenomenon is jumpstarted in the retina (Idrees et al., 2020), suggesting that the phenomenon
might be significantly more visual in nature than normally acknowledged. Here, we explored the details of visual-visual
interactions underlying saccadic suppression, and we did so by comparing suppression strength when saccades were
made across a uniform image of constant luminance versus when saccades were made across image patches of
different luminance, width, and trans-saccadic luminance polarity. In 6 human subjects, we measured perceptual
contrast thresholds for brief peri-saccadic flashes of positive (luminance increments) or negative (luminance
decrements) polarity. In different conditions, gaze crossed a luminance edge or stripe before landing on a uniform
background like in the control condition. Perceptual thresholds were >6-7 times higher when saccades translated a
luminance stripe or edge across the retina than when the movements were made over a completely uniform image
patch. Moreover, both background luminance and flash luminance polarity relative to the background strongly modulated
peri-saccadic contrast thresholds: dark backgrounds were associated with the strongest suppression, and negative
polarity flashes over dark backgrounds caused stronger suppression than positive polarity flashes over the same
backgrounds. Most importantly, we repeated the same experiments on all subjects with rapid image translations
(simulating saccadic visual flows on the retina) without any real saccades. All of the image dependencies that we
observed with real saccades (e.g. suppression with gaze crossing an edge or stripe versus suppression with a uniform
background) also occurred. Our results indicate that perceptual saccadic suppression may be fundamentally a visual
phenomenon. They also strongly motivate revisiting both the movement-related and visual components of saccadic
suppression, and investigating how saccade movement commands may interact with visual-visual interactions in
shaping trans-saccadic visual perception.

Acknowledgements: Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) — Project-ID 276693517 — SFB
1233 (Collaborative Research Centre “Robust Vision”)

1:45 pm
Humans can smoothly pursue but fail to intercept accelerating targets

Philipp Kreyenmeier.2 philipp.kreyenmeier@googlemail.com, Luca Kammer?, Jolande Fooken!, Miriam Spering!.2:3:4;
1Department of Ophthalmology & Visual Sciences, University of British Columbia, Vancouver, Canada, 2Graduate
Program of Neuroscience, University of British Columbia, Vancouver, Canada, 3Djavad Mowafaghian Centre or Brain
Health, University of British Columbia, Vancouver, Canada, 4Institute for Computing, Information, and Cogpnitive
Systems, University of British Columbia, Vancouver, Canada

The ability to accurately judge the acceleration of moving objects is critical to our survival. Whereas the perceptual
system is surprisingly insensitive to acceleration, humans can accurately track accelerating targets with smooth pursuit
eye movements. When the target is briefly occluded, predictive pursuit scales with target acceleration, indicating that the
oculomotor system forms an acceleration-based prediction of target motion. Here we ask whether acceleration is taken
into account when manually intercepting accelerating targets. Participants (n=16) viewed a small disk that moved along
a horizontal path with one of four constant, linear levels of acceleration (-8,-4,+4,+8 m/s/s). The target was shown for
800 ms before temporary occlusion. Target velocity was always 20°/s at the time of occlusion, allowing us to test
whether participants based their interception on the final target velocity before occlusion, or on continuous target
acceleration. Participants had to predict the time of target reappearance by manually intercepting it with a quick pointing
movement of their right hand. We recorded participants’ eye and 3D-hand position using an EyeLink 1000 eye tracker
and a trakSTAR electromagnetic motion tracking system. The correspondence between target acceleration and eye
(smooth pursuit acceleration) or hand (interception timing) were assessed using linear regression. Pursuit acceleration
closely matched target acceleration (median slope = .83; 95% CIl =[.73, 1.27]). In contrast, participants did not take
acceleration into account when timing their manual interception (median slope = -.33; 95% CI = [-.46, -.07]), yielding
systematic interception errors—too early for decelerating targets and too late for accelerating targets. Our results show
that the oculomotor system can rely on continuous sampling of the target motion, yielding a pursuit response sensitive to
target acceleration. Yet, humans might be limited in their ability to predict accelerating targets for hand movement
control, relying on the final target velocity sample prior to occlusion.
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12:00 pm

Modeling the Effects of Longitudinal Chromatic Aberration Using Chromatic
Detection Mechanisms

Yesenia Taveras-Cruz! taverascruz.y@northeastern.edu, Jingyi Hel, Rhea Eskew, Jr.1; INortheastern University

Longitudinal chromatic aberration (LCA) contributes to retinal-image degradation by introducing chromatic blur, which is
strongest for short wavelengths of light. By blurring short wavelengths more than longer ones, LCA can cause an
external stimulus designed to modulate only one cone type (e.g., (S)hort-wavelength cones) to produce a retinal
stimulus that modulates multiple cones instead. We combine a model of LCA (Marimont & Wandell, 1994) with a
cardinal model of chromatic detection to account for two results that were obtained with nominally S-cone isolating
Gabor patches, constructed using the silent-substitution method (Estévez & Spekreijse, 1982): 1. Observers noted that
Gabors appeared colorful (violet/greenish-yellow) at low spatial frequencies (SFs) and achromatic at higher SFs. 2.
Forced-choice detection thresholds produced contrast sensitivity functions (CSFs) with two distinct branches: at low SFs
the shape matched method-of-adjustment S-cone hue sensitivity curves, but at higher SFs the shape matched forced-
choice luminance CSFs. For some observers, a dip in detection sensitivity occurs between these two branches.
Calculations of the retinal-images produced by LCA show that our nominally S-cone isolating gratings contained (L)ong
and (M)edium- wavelength cone contrasts that increased in magnitude with SF, relative to S-cone contrasts. These
retinal-image cone contrasts were used as input to three cardinal, cone-opponent detection mechanisms: YB (S-cones
opposed to LM), RG (L-M), and ID (“increment/decrement” or achromatic), using cone contrast weights compiled in
Eskew, McLellan, & Giulianini (1999). The YB and ID response curves intersect around 2-3 cycles/degree, aligning with
the sensitivity ‘dip’ in the S-cone detection CSFs. The dip results from a phase-reversal in the retinal-image cone
contrasts produced by LCA (“spurious resolution”). We can account for the shapes of the S-cone detection CSFs, and
the change in color appearance at threshold, using the calculated chromatic mechanism response curves.

Acknowledgements: Supported by NSF BCS-1921771.

12:15 pm
Modeling perceptual discrimination of surface color using image chromatic

statistics and convolutional neural networks

Takuma Morimoto! takuma.morimoto@psy.ox.ac.uk, Samuel Pontingl, Hannah E. Smithsonl; 1Department of
Experimental Psychology, University of Oxford

A previous study measured thresholds to discriminate colors of objects under each of three different lighting
environments. Discrimination thresholds were similar for matte and glossy objects, but the orientations of the
discrimination ellipses were tightly aligned with the chromatic variation of the lighting environment in which the objects
were placed (Morimoto & Smithson, 2018). Using two distinct modeling approaches we analyzed the psychophysical
data to reveal the potential strategies that humans used to perform the discrimination task. First, we built three hand-
crafted models that discriminate objects’ colors by comparing specified chromatic statistics: (i) mean chromaticity, (ii)
chromaticity of the brightest pixel, and (iii) luminance-weighted-mean chromaticity. In the second approach, we trained
convolutional neural networks (CNNs), based on 38,021 images labelled either by physical ground-truth or human
responses. Then, thresholds were estimated for all models using the identical staircase procedure that measured human
thresholds. The first approach showed that the mean chromaticity and the luminance-weighted-mean-chromaticity
models predicted human thresholds generally well, but the brightest-pixel model predicted thresholds better in some
matte conditions, indicating that no tested model based on single chromatic statistics can predict thresholds consistently
well across conditions. Moreover, the estimated thresholds for these models were generally higher than human
thresholds. In contrast, the CNN trained on images with human responses nearly perfectly predicted human thresholds
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in all conditions. The CNN trained on physical ground-truth showed much lower thresholds than human thresholds.
Visualizing activation maps of the CNN trained on human responses revealed that the CNN primarily looks at shaded
regions of the surface that are dominated by diffuse reflections of indirect illumination and thereby provide more reliable
information about surface color. Combining hypothesis-based and data-driven approaches revealed an effective strategy
to separate lighting and material to reliably discriminate surface color under complex lighting environments, which
humans might also use.

Acknowledgements: TM is supported by a Sir Henry Wellcome Postdoctoral Fellowship awarded from the Wellcome Trust
(218657/2/19/Z) and a Junior Research Fellowship from Pembroke College, University of Oxford.

12:30 pm
Spatial frequency dependence of naturalistic texture perception
Justin D. Lieber? justinlieber@nyu.edu, J. Anthony Movshonl; 1Center for Neural Science, New York University

Natural images contain information at multiple spatial scales. To extract this information, the visual system parses these
images using independent, spatial-frequency selective channels. However, it is not well understood how these channels
are recombined to produce a unified visual percept. To illuminate this process, we measured how well human observers
discriminate the presence or absence of naturalistic structure in texture images. We used the method of Portilla &
Simoncelli (2000) to generate families of texture images, based on a single ancestral image, that span the range from
fully naturalistic structure to spectrally matched noise. We then measured how this “naturalness” sensitivity of human
observers depended on signals in different spatial frequency bands, using three different experimental manipulations.
First, we removed high frequencies using low-pass filtering. Second, we shifted the frequency spectrum by rescaling the
images (as if changing viewing distance). Third, we presented images at different eccentricities. The effect of all three
manipulations can be explained if sensitivity to image naturalness disproportionately depends on high-frequency
information. Analysis of image statistics present in the image sets indeed shows that high-frequency features provide a
more reliable naturalness signal than low-frequency features. Different families of texture images showed
idiosyncratically different dependences on different frequency bands. To ask how information in different frequency
bands combines to support texture discrimination, we have measured naturalness sensitivity with textures made from
mixtures of bandpass filtered components. Information in nearby bands (within an octave) combines efficiently, while
information in bands spaced further apart is processed more independently. Our results suggest that the perception of
natural image structure is most strongly mediated by information at fine spatial scales and in nearby frequency bands.

Acknowledgements: Thanks to the Leon Levy Foundation for financial support.

12:45 pm
Learning to see material from motion by predicting videos

Katherine Storrs! katherine.storrs@gmail.com, Roland Fleming?!; 1Department of Experimental Psychology, Justus
Liebig University Giessen

Despite the impressive achievements of supervised deep neural networks, brains must learn to represent the world
without access to ground-truth training data. We propose that perception of distal properties arises instead from
unsupervised learning objectives, such as temporal prediction, applied to proximal sensory data. To test this, we
rendered 10,000 videos of objects moving with random rotational axis, speed, illumination, and reflectance. We trained a
four-layer recurrent “PredNet” network to predict the pixels of the next frame in each video. After training, object shape,
material, position, and illumination could be decoded for new videos by taking linear combinations of unit activations.
Representations were hierarchical, with scene properties better estimated from deep than shallow layers. Visualising
single “neurons” revealed selectivity for distal features: a “shadow unit” in layer 4 responds exclusively to image
locations containing the object’s shadow, while a “reflectance edge” unit in layer 3 tracks image edges caused by
reflectance changes. Material decoding was higher for moving than static objects, and increased over the first five
frames, demonstrating that the model is sensitive to motion features disambiguating reflective from textured surfaces. To
test whether these features are similar to those used by humans, we rendered test stimuli depicting reflective objects
that were either static, moving, or moving with “reflections” fixed to their surface. All conditions had near-identical static
image properties, but motion cues in the latter conditions give rise to glossy vs matte percepts, respectively. Model-
predicted gloss agreed with human judgements of the relative glossiness of all stimuli. Our results suggest unsupervised
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deep learning discovers motion cues to material similar to those represented in human vision, and provides a framework
for understanding how brains learn rich scene representations without ground-truth world information.

Acknowledgements: This work was funded by the Alexander von Humboldt Foundation.
1:00 pm
Measuring the human “chromatic diet” and its relation to preference for

color distributions across cultures

John Maule! j.maule@sussex.ac.uk, Simeon Floyd?2, Alice Skeltonl, Beata Wozniak1:3, Asifa Majid4, Jenny Bosten3,
Anna Franklinl; 1Sussex Colour Group, School of Psychology, University of Sussex, UK, 2Universidad San Francisco de
Quito, Ecuador, 3Sussex Vision Lab, School of Psychology, University of Sussex, UK, 4Department of Psychology,
University of York, UK

Visual preferences for artworks and scenes tend to align with regularities in spatial scene statistics of the natural world
(Graham & Field, 2008, Spatial Vision, 21, 149-64). Similarly, preference is highest for color distributions which coincide
with the chromatic variation present in natural scenes (Juricevic et al., 2010, Perception, 39, 884-99). These effects have
been attributed to the efficiency of neural coding, or “cognitive fluency” (Reber et al., 2004, Pers. Soc. Psychol. Rev. 8,
364-82), such that the tuning of the visual system to the environment drives aesthetic preference. We compared
aesthetic responses to color distributions for observers living in different geographical locations, and quantified the
differences in the distributions of colors in their local environments. We measured aesthetic preference for Mondrians
containing colors distributed along cardinal and oblique axes in the Macleod-Boynton chromaticity diagram for observers
living at three locations — Brighton, UK; Quito, Ecuador; and rainforest in Ecuador. The preferences of UK observers
replicated Juricevic et al. (2010): Mondrians with colors distributed along the yellow-blue (oblique) axis were most
preferred. We found opposite preferences for participants in urban Ecuador (highest for purple-green distributions), while
participants living in the Ecuadorian rainforest showed no consistent preferences. Using color-calibrated GoPro
cameras, mounted to the heads of participants, we captured random samples of natural scenes typically encountered in
the daily routines for people living in each of the three locations. By measuring the response functions of each camera’s
RGB channels and recording images in RAW format, we reconstructed the MacLeod-Boynton chromatic scene statistics
to which participants were exposed — the “chromatic diet”. The pattern of aesthetic preference is not straightforwardly
predicted from the analysis of the chromatic diet at each location, challenging the notion that aesthetic preference is
strongly driven by tuning to natural statistics.

Acknowledgements: Research supported by European Research Council grant: ‘COLOURMIND’ (772193)
1:15 pm
The emergence of color categories in a CNN for object recognition

Jelmer de Vries! vriesdejelmer@gmail.com, Karl Gegenfurtnerl; 1Justus-Liebig Universitat GielRen

Color is the prime example of categorical perception, yet it is still unclear why and how color categories emerge. While
color categories have a functional role in communication, prelinguistic infants already respond to colors categorically.
Here, we address the emergence of color categories as a result of the general interaction with the visual world.
Specifically, we asked whether color categories arise in a convolutional neural network (CNN) trained to recognize
objects in natural images. Therefore, we replaced the classification layer of a CNN (Resnet-18) trained on ImageNet and
evaluated its performance on various color classification tasks. In Experiment 1 we trained the novel output layer to
classify colored words sampled from the hue spectrum (HSV). Systematically varying stimulus colors demonstrates that
the network not only generalizes similar colors, but also that the borders between classes are largely invariant to the
training colors. Relying on the notion that colors from the same category should be easier to generalize than colors from
different categories, in Experiment 2, an evolutionary algorithm finds similar border locations. Finally, in Experiment 3,
we investigated a potential functional role of the found borders. Manipulating colors and color contrast we find that even
in cluttered color stimuli, classification can still rely on the same borders. The fact that a CNN classifying objects in
natural images represents color in a categorical manner, highlights that color categorization may emerge naturally with
the development of basic visual skills. Considering the relative ease with which one can inspect the activity of individual
neurons in a CNN, compared to a biological system, the current findings also open up an exciting research avenue for
uncovering how color categories can be based on lower-level signals.
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12:00 pm

Orientation perception is based on efficient coding and categorical
decoding

Jiang Maol jiangmao@sas.upenn.edu, Alan Stockerl; 1University of Pennsylvania

Perceived stimulus orientations are typically biased away from cardinal orientations. Wei and Stocker (2015) proposed
that these biases are the result of a Bayesian inference process constrained by efficient coding, where higher encoding
accuracies for cardinal orientations reflect the natural prior of local orientations. Other studies, however, suggested that
natural categories for cardinal and oblique orientations also play a role in the perception of orientation (Rosielle &
Cooper, 2001; Wakita, 2004; Quinn, 2004). Here, we systematically tested to what degree efficient coding and the notion
of category are necessary to provide a quantitatively accurate account of human psychophysical data. Specifically, we
tested how well a Bayesian observer model with/without efficient coding and with/without categorical loss can account
for the psychophysical orientation estimation data from De Gardelle, Kouider and Sackur (2010). In formulating a
categorical loss function, we assumed that the observer considers four natural orientation categories (horizontal, vertical,
clockwise and counterclockwise to vertical) relative to a noisy reference. The total loss function then consisted of a
weighted combination of a mean squared error loss term and the categorical loss. We find that the model versions
without efficient coding cannot explain the direction, magnitude, or the dependency of the estimation bias on sensory
noise. The models with efficient coding are all able to predict the repulsive bias. However, the variance pattern predicted
by the efficient Bayesian model without categorical loss doesn’t match the data. Only the model version that
incorporates both efficient coding and a categorical loss component is able to quantitatively fit the full distribution of
orientation estimate in its minute details. In conclusion, we can quantitatively fit the orientation estimation data with a
Bayesian observer model that incorporates both efficient coding and a categorical loss function. Both elements are
necessary to explain the distortions in orientation perception.

12:15 pm

Revealing the cortical transformations of real-world scenes using dynamic
electrode-to-image (DETI) mapping

Bruce C. Hansen! bchansen@colgate.edu, Michelle R. Greene?2, David J. Field3; 1Colgate University, Department of
Psychological & Brain Sciences, Neuroscience Program, Hamilton NY, 2Bates College, Neuroscience Program,
Lewiston, ME, 3Cornell University, Department of Psychology, Ithaca, NY

Voxelwise encoding models of BOLD signals offer insight into how information in visual scenes is simultaneously
represented in visual cortex. However, a complete understanding of how the brain internalizes visual information
requires an understanding of the different transformational states of that information over time. Electroencephalography
(EEG) has become a popular technique to understand the nature of those states, but suffers from dipole cancellation,
thereby precluding a spatially complete signal of scene information. To circumvent that problem, we present the dynamic
electrode-to-image (DETI) mapping procedure. The DETI procedure is an encoder-based approach that capitalizes on
the state-space geometry of images and visual evoked potentials (VEPS) to map VEP signals to each location within
scene images. Specifically, DETI mapping reduces the dimensionality of VEP signals from different electrodes over time
and then maps those signals via a log-Gabor encoding model to each pixel within specific images. We applied this
method to data gathered in a standard VEP paradigm whereby participants (n = 24) viewed 80 grayscale scene images
(19.5 degrees of visual angle) while undergoing 128-channel EEG. DETI mapping revealed an interesting, possibly two-
stage, pattern of transformational states that begin with a low spatial frequency (LSF) state (~50 ms), followed by a high
spatial frequency (HSF) state (~70 ms to ~140 ms). Starting around 150 ms, the image transformations undergo what
appears to be intermittent LSF transformations at ~180 ms and ~260 ms, possibly indicative of recurrent processes.
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Further, time-time regression analyses show that local regions within scenes undergo relatively unique spatiotemporal
transformations over time, suggesting different temporal stages of local prioritization of scene information. The DETI
mapping procedure therefore holds much potential to better understand the spatiotemporal states of visual information,
thereby offering insight into how the early visual code shapes and refines higher semantic representations of our visual
world.

Acknowledgements: James S. McDonnell Foundation grant (220020430) to BCH; National Science Foundation grant (1736394)
to BCH and MRG.

12:30 pm

Rapid scene categorization is not purely feed-forward: An EEG investigation
of scene gist facilitation by sequential predictions

Maverick Smith! ms1434@ksu.edu, Cashel Fitzgibbons?2, Ashley Faiola3, Lester Loschky4; 1Kansas State University

Rapid scene categorization is typically argued to be purely feed-forward. Yet, when navigating in our environment, we
usually see predictable sequences of scene categories (e.g., offices followed by hallways, parking lots followed by
sidewalks, etc.). Previous work showed that scenes were both easier to recognize, and to discriminate from phase-
randomized noise, when shown in ecologically valid, predictable sequences than in randomized sequences (Smith &
Loschky, 2019). But, when in scene processing do sequential predictions facilitate scene categorization? We examined
this question using EEG. Participants saw scenes in either spatiotemporally coherent sequences (first-person viewpoint
of navigating, from, say, an office to a classroom) or their randomized versions. Participants saw 288 scene RSVP
sequences (each 1 target and 9 primes), while we recorded their event-related potentials (ERPS). Participants had to
categorize one randomly selected target image on each trial, in an 8-AFC task. We found reduced ERP amplitudes for
targets in coherent sequences roughly 140 milliseconds after image onset--when ERPs typically first index rapid scene
categorization--and during the N300 and N400 components, suggesting both reduced identification costs and semantic
integration costs in coherent sequences. Interestingly, such ERP amplitude reductions were predicted by low-level visual
similarity between sequential prime-target pairs, suggesting that visual similarity might explain the reduced processing
costs in coherent sequences. To test this hypothesis, in Experiment 2, we reran Experiment 1 behaviorally, but replaced
the targets with noise images, and asked participants to predict the categories of the missing scenes. Target scenes
were more predictable in coherent sequences. Importantly, the correlations of Experiment 2 image predictability with
Experiment 1 ERP amplitudes (from 140-450 ms) were greater than for image similarity with ERP amplitudes. Thus,
contrary to purely feed-forward accounts of rapid scene category recognition, both predictions for an upcoming scene
category and visual similarity between successive scenes facilitate scene “gist”.

Acknowledgements: Research reported in this publication was partially supported by facilities acquired from a grant from the
National Institute of General Medical Science GM113109 of the National Institute of Health.

12:45 pm

Object representations in visual cortex are scaled to account for viewing
distance during visual search

Surya Gayet! surya.gayet@gmail.com, Magélle Lerebourg?l, Marius Peelenl; 1Donders Institute, Radboud University

Humans are remarkably proficient at finding objects within a complex visual world. It has been proposed that observers
strategically increase their visual system’s responsivity to any object of interest, by pre-activating a visual representation
of the target object during search preparation. Despite being widely accepted, this mechanism fails to account for an
inherent property of real-world vision: the image that any given object will project on the retinae is unknown, as it
depends on the object’s eventual location. For instance, the color and shape of the retinal image are determined by the
illumination and viewpoint on the object, and —most dramatically— its size can vary by orders of magnitude depending on
the distance to the object. How can preparatory activity in visual cortex benefit search in the real world, where the retinal
image of an object is context-dependent? We addressed this question by testing whether human observers generate
visual object representations during search preparation, and scale those object representations to account for viewing
distance. In two fMRI experiments, (N=58) participants were cued to search for real-world objects at different distances
within naturalistic scenes. We measured BOLD responses following the onset of the scene, from which the viewing
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distance could be inferred, and analyzed a subset of trials in which —unexpectedly— no array of objects appeared. This
allowed for isolating brain activity related to search preparation only. Using multivariate pattern analysis, we related the
patterns of brain activity evoked during search preparation, to those evoked by viewing isolated objects of different sizes.
The data show that (1) observers generate visual representations of their target object during search preparation in
object-selective regions, and (2) scale these representations to flexibly account for search distance. These findings
reconcile current theories on visual selection with the functional demands of real-world vision.

Acknowledgements: This research was funded by a VENI grant (191G.085) from the Netherlands Organization for Scientific
Research (NWO) to Surya Gayet, and a Consolidator grant (grant agreement No 725970) from the European Research Council
(ERC) under the European Union's Horizon 2020 research and innovation programme.

1:00 pm
Evidence for a ventral visual stream in the pulvinar

Daniel Guest! guest121@umn.edu, Emily Allenl, Yihan Wul, Thomas Naselaris2, Michael Arcaro3, Kendrick Kay?;
luniversity of Minnesota, 2Medical University of South Carolina, 3University of Pennsylvania

The pulvinar is richly interconnected with visual and association cortices that support a variety of visual functions.
Studies in non-human primates have shown that inferior and lateral regions of the pulvinar are connected primarily to
early visual cortex, have a clear retinotopic organization, and are sensitive to low-level visual features. However, the
pulvinar’s potential role in high-level visual functions such as scene perception and object recognition has been little
studied. To address this gap, we investigated subcortical activity in the Natural Scenes Dataset (NSD). In NSD, 8
humans completed a visual fMRI experiment during which they were exposed to 9,000-10,000 unique natural scenes.
Whole-brain fMRI data were collected at 7T with 1.8-mm resolution, ensuring high-quality measurements from
subcortical regions. We fit population receptive field (pRF) models to individual voxels, systematically evaluating different
stimulus features (contrast, saliency, faces, bodies, foreground, background) that might be encoded in voxel responses.
The pRF analysis confirmed that the LGN and inferior-lateral portions of the pulvinar are selective for contrast presented
in the contralateral visual hemifield and have clear retinotopic organization, consistent with prior work. Interestingly, the
analysis revealed a subregion of the pulvinar, located medial and posterior to the contrast-selective region, that is
selective for bodies and faces presented in the contralateral visual hemifield. In-between these two subregions, we also
identified a region of the pulvinar sensitive to foreground objects in general. These results indicate a role of the pulvinar
in object recognition, specifically in the processing of high-level visual features such as faces and bodies. The functional
organization of the pulvinar appears to parallel the hierarchical organization of ventral visual cortex, and suggests that
the classic two-stream model of the visual system extends to subcortex.

Acknowledgements: NSF 11S-1822683, NSF 11S-1822929, NIH P41 EB027061, NIH P30 NS076408, NIH S10 RR026783, W. M.
Keck Foundation, UMN College of Liberal Arts Graduate Fellowship, NSF NRT-UtB1734815, NIH F31 DC019247-01

1:15 pm
The Ganzflicker experience: A window into the mind's eye

Reshanne Reederl:2:3 reshanne.reeder@gmail.com, Varg Koenigsmark3, Johanna Bergmann4; 1Edge Hill University,
2Center for Behavioral Brain Sciences, 30tto-von-Guericke University, 4Max Planck Institute for Human Cognitive and
Brain Sciences

The mind's eye is an elusive subjective experience; as such, most of us are unaware that there is more than one way to
imagine the sensory world. People who have no mind's eye (aphantasia) must rely on non-sensory imagination
(symbols, words) to simulate the world, whereas people who have an extremely vivid mind's eye (hyperphantasia) may
get lost in visual fantasies on a daily basis. Imagery is now thought to be a spectrum, with different abilities offering
different advantages and disadvantages in daily life and across the lifespan. An elegant method we adapted as a
window to the rich individual differences of the mind's eye is "Ganzflicker", a rhythmic alternation of colors that can elicit
immediate and vivid pseudo-hallucinations. Over the past year, over 200 individual Ganzflicker experiences were
collected from people across the spectrum of imagery abilities, both from anonymous internet volunteers and a student
sample. First, results point toward a bimodal distribution of imagery ability, with aphantasia (no-to-low imagery) as a
distinct spectrum from (moderate-to-vivid) imagery. Bayesian analyses provide extremely strong evidence that people
with aphantasia are less prone to pseudo-hallucinations compared to people with imagery. Among those who have
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visuals, people with imagery see more vivid and complex pseudo-hallucinations, and experience more altered states of
consciousness, compared to people with aphantasia. We propose that aphantasia may provide a buffer against induced

anomalous percepts. This study has important implications for understanding pathological hallucinations, which are
unpredictable and debilitating to normal life.

Acknowledgements: This work was funded by the Leibniz Association, SAS-2015-LIN-LWC
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Perceptual Organization

Tuesday, May 25, 10:30 am - 12:00 pm EDT, Talk Room 1 Join Zoom Webinar
Moderator: Dirk Walther, Toronto

10:30 am

Border ownership selectivity in area V4 occurs first in infragranular layers
Tom P. Franken! tfranken@salk.edu, John H. Reynolds?; 1The Salk Institute for Biological Studies

Border ownership neurons in primate visual cortex (present especially in areas V2 and V4) encode which side of a
border belongs to an object, even if the defining stimulus information falls well outside of the classical receptive field.
These signals are thought to be critical for scene segmentation and object recognition, but it remains unclear how they
are computed. Important missing pieces of information are the occurrence and timing of border ownership signals in
different cortical laminar compartments. Here we addressed this issue by mapping border ownership selectivity across
cortical layers using 32-channel laminar probes to record responses from well-isolated units in extrastriate visual area
V4 in the rhesus macaque. By replacing the native dura with a transparent artificial dura we were able to position the
probes orthogonally to the cortical surface. We used current source density analysis of stimulus-evoked local field
potentials to identify the granular (input) layer as the current sink with the shortest latency, and locate the units recorded
from to supragranular, granular or infragranular layers. We then measured spiking activity evoked by square stimuli
presented on a uniform background. The square was positioned such that only one of its borders fell in the classical
receptive field of each neuron. Border ownership was thus defined by stimulus features outside of the classical receptive
field. We find that border ownership selectivity occurs first in the infragranular layers, before it appears in the granular
and the supragranular layers. This suggests that border ownership signals are not inherited in a feedforward manner
from upstream areas, but instead established de novo, or inherited through cortical feedback from downstream areas, in
V4 infragranular layers. These infragranular layers include neurons that project to upstream cortical areas, raising the
possibility that these signals sculpt border ownership selectivity in V2.

Acknowledgements: This work was supported by a fellowship from the George E. Hewitt Foundation for Medical Research to
TPF and NIH grants K99EY031795 (TPF), P30EY019005 and the Fiona and Sanjay Jha Chair in Neuroscience (JHR).

10:45 am

Object completion with stochastic completion fields predicts human
behavior in recognizing degraded object drawings

Morteza Rezanejad! morteza.rezanejad@utoronto.ca, Sidharth Guptal, Chandra Gummalurul, Ryan Martenl, John
Wilderl, Dirk B. Walther; 1University of Toronto

Biederman & Cooper (1991) showed that observers were better at classifying degraded line drawings of objects when
shown only contour junctions than when shown only middle segments. We here provide an account of these results
based on a low-level algorithm for object completion. The human visual system infers geometry not only for visible but
also for occluded contours and surfaces. This provides a central theme to figural completion which lays out a
computational framework to estimate paths that connect a set of boundary fragments. In our model, we use the Fokker-
Planck Equation to extract a set of points with assigned orientations. These points represent the sources and sinks for a
stochastic completion field (SCF) algorithm (Williams and Jacobs, 1995). The SCF algorithm produces a distribution of
possible completion fields, where each field is a probability density function (PDF) that enables us to score each
possible completion path. We tested the algorithm on the Snodgrass and Vanderwart (1980) dataset of 260 manually
traced line drawings of objects. The traced objects were separated into two half images; one half with contour segments
containing junctions, and the other with segments between junctions. We attempted to complete the half-drawings using
the SCF algorithm. The completions replicated the original, intact drawings more faithfully for the half-drawings with
junctions than those with middle segments. Our computational results show that contour completion is easier in objects
with junctions than with middle segments, which aligns with Biederman & Cooper's behavioural result. Ultimately, the
SCF is a method that is potentially useful for predicting which types of incomplete line drawings can be more easily
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completed by the human visual system. Moreover, SCF may form the computational basis for an image-computable
implementation of the Good Continuation Gestalt grouping rule.

Acknowledgements: University of Toronto

11:00 am

Perceptual Grouping and Selection Strategies in an Enumeration Task
Maria Konl mkon@purdue.edu, Gregory Francis!; 1Purdue University

Perceptual grouping and selection are fundamental properties of visual perception, but their mechanisms remain poorly
understood. Francis et al. (2017) and Kon and Francis (2020) proposed a neural network model that implements these
properties. According to the model, a subject uses a particular grouping strategy that promotes performance on a given
task and stimulus set. A grouping strategy consists of a connection strategy for connecting elements in a scene and a
selection strategy that specifies the timing, location, and size of attentional spotlights. Building on this work, we apply the
model to a visual enumeration task in Trick and Enns (1997). On each trial the task was to report the number of
diamonds in an array, where there could be 1 to 8 diamonds and 0, 4 or 8 square distractors. The shapes were either
drawn by lines or indicated by dots positioned at shape corners. In the dot shape condition, participants could only
subitize (preattentive visual numerosity) when there were 1 to 3 targets and no distractors. Trick and Enns (1997)
concluded that element clustering, i.e., the process of linking some elements (and not others) into units, is distinct from
shape formation, i.e., the process of determining cluster shape. We modeled this task and results by identifying grouping
strategies that closely match human performance for all distractor and shape conditions. Interestingly, the relatively flat
slopes across mean response times for conditions with 1 to 3 targets and no distractors, which are regarded as
indicative of subitizing, can be produced by this model even though it lacks a formal subitizing process. Additionally, the
identified strategies indicate that the dot shapes require something like element clustering, i.e., connections, to be
efficiently selected and counted. Thus, the model supports the claim that a distinct element clustering process is
involved in this task.

11:15 am

Differential processing of reflection and rotation symmetries in visual
textures

Rachel Moreaul rachelm7@yorku.ca, Nihan Alp2, Alasdair Clarke3, Erez Freud?, Peter Kohlerl; 1York University,
Canada, 2Sabanci University, Turkey, 3Essex University, UK

Symmetries of various types are prevalent in the natural world. Psychophysical studies show that reflection symmetry
(found in faces, bodies) can be detected preattentively, requiring less cognitive resources than other symmetry types
such as rotation (found in flower petals, snowflakes). The distinction between symmetry types is important to our
understanding of how symmetries contribute to perception of scenes and objects. Visual search has previously been
used to probe the distinction between serial and parallel processing of cues to object shape (Enns and Rensink, 1991).
Here we employ a visual search paradigm with symmetries that are embedded within regular textures. Our goal is to
enhance our understanding of the mechanisms responsible for perceiving symmetries in textures, and differentiate
between reflection and rotation symmetry. Based on previous findings, we hypothesize that reflection will elicit more
parallel processing than rotation. We conducted two visual search experiments in which participants were presented with
regular textures consisting of arrays of tiles containing symmetries. Participants were asked to report the presence of a
target tile that had no symmetry and thus disrupted the regularity. We used four different array sizes (total # tiles: 9, 16,
25, 36), and trials with each array size were presented in an interleaved fashion. In Experiment 1, the non-target tiles
contained reflection symmetry (N=133), while in Experiment 2 they contained rotation symmetry (N=148). In both
experiments we found that accuracy was reduced and RT was increased as array sizes got larger, consistent with serial
processing. Importantly, this array size effect was reduced for reflection symmetry relative to rotation symmetry. These
results suggest that reflection symmetry elicits more parallel processing than rotation and that the two symmetry types
can be differentiated in terms of the mechanisms required for perceiving them.

Acknowledgements: We acknowledge funding support from the Canada First Research Excellence Fund and the National
Sciences and Engineering Research Council of Canada.
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11:30 am

Visual ensemble representations in Deep Neural Networks trained for
natural object recognition

Siddharth Suresh? siddharth.suresh@wisc.edu, Emily J Ward?; 1University of Wisconsin Madison, Department of
Psychology

Humans can quickly pool information from across many individual objects to perceive ensemble properties, like the
average size or color diversity of objects. Such ensemble perception in humans is thought to occur extremely efficiently
and automatically, but how it arises in the first place is unknown. Does ensemble perception arise because the visual
system must solve many different types of perceptual problems, or are ensemble properties represented even in a
system with the sole goal of recognizing individual objects? We used an artificial visual system—a deep neural network
(DNN)—to determine whether the ensemble properties of average size and color diversity were present in a network
pre-trained to recognize only individual natural objects. We presented the network with new images that were completely
different from its training set: images of white circles of different sizes (randomly chosen from a specified range) or letter
arrays containing four colored consonants with each letter drawn either from a broad sample of 19 colors (high diversity)
or a randomly selected range of six adjacent colors (low diversity). Therefore, the ensemble properties of interest were a
summary statistic for the whole image and not recoverable from any individual element. We tested whether a ResNet50
neural network could predict the average size or distinguish high vs low color diversity arrays by using the activations
from different layers as input to a linear regressor and a linear classifier (SVM). We found that the network activations
were highly accurate at predicting the average size and identifying the color diversity, even at the earlier layers in the
network. In contrast, information about individual object features (object size) increased in the deeper layers. This
demonstrates that artificial visual systems trained to only recognize individual objects also extract ensemble properties
of multiple objects extremely early in visual processing.

11:45 am

Can | trust in what | see? — EEG evidence for reliability estimations of
perceptual outcomes

Jurgen Kornmeierl.2:4 juergen.kornmeier@uni-freiburg.de, Anne Giersch®, Sven Heinrich3:4, Kriti Bhatial, Lukas
Heckerl.4.7, Ellen Joos®, Ludger Tebartz van Elst2:4; linstitute for Frontier Areas of Psychology and Mental Health,
Freiburg, Germany, 2Department of Psychiatry and Psychotherapy Medical Center, University of Freiburg, Germany,
3Section for Functional Vision Research, Eye Center, Medical Center, University of Freiburg, Germany, 4Faculty of
Medicine, University of Freiburg, Freiburg, Germany, SINSERM U1114, Cognitive Neuropsychology and
Pathophysiology of Schizophrenia, University of Strasbourg, Strasbourg, France, SExperimental Cognitive Science,
Eberhard Karls Universitat Tibingen, Germany, “Clinic for Psychosomatic Medicine and Psychotherapy Freiburg,
Germany

Background: During observation of ambiguous and low-visibility stimuli perception becomes unstable and may alternate
between different interpretations. Tiny low-level changes can disambiguate such a stimulus and/or increase its visibility
and thus stabilize its percept. Methods: We compared event related potentials (ERPs) evoked by ambiguous and low-
visibility stimuli with disambiguated and high-visibility stimulus variants across different visual categories (geometry,
motion) and complexity levels (up to emotional face expressions). Results: Disambiguated and highly visible stimulus
variants cause stable percepts and evoke much larger amplitudes of two positive ERP components than ambiguous
stimuli (d > 1). This pattern of ERP results is highly consistent both in space and time across very different categories
and complexity levels. Discussion: The generality of our findings points to high-level mechanisms: We postulate that a
meta-perceptual/cognitive inference unit evaluates the reliability of perceptual constructs beyond sensory details. Small
ERP amplitudes reflect high small amplitudes low perceptual reliability. | will discuss our results in the context of
predictive coding theories as ERP correlates of prediction success with remarkably large effect sizes.

Acknowledgements: We thank the Deutsche Forschungsgemeinschaft (KO 4764/1-1, TE 280/8-1) and the Neurex (Neuroscience
Upper Rhine Network) for financial support.
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Talk Sessions >

Eye Movements: Extra-retinal processes, scanpaths
Tuesday, May 25, 10:30 am - 12:00 pm EDT, Talk Room 2 Join Zoom Webinar

Moderator: Martin Rolfs, Humboldt University

10:30 am

Foveal remapping of motion in area MT of the marmoset monkey

Shanna H Coop?! shannahcoop@gmail.com, Jacob L Yates2, Jude F Mitchelll; 1University of Rochester, 2University of
Maryland College Park

Human vision relies on rapid eye movements (saccades) to bring peripheral visual targets to the fovea for high
resolution inspection. Tracking stimuli across saccades is thought to involve a predictive visual remapping that
anticipates the sensory effect of saccades, called visual remapping, and for saccade targets brought to the fovea, foveal
remapping. At the neural level, visual remapping is found at later stages of processing involved in saccade planning but
less so in early visual cortex. However, Recent EEG and fMRI studies suggest that foveal remapping may specifically
involve early visual cortex. In particular, foveal remapping is thought to include feature-specific information about the
saccade target and can even lead to misperception of a peripheral target that disappeared in saccade flight as being at
the fovea (i.e., foveal ghosts). But localization to early visual cortex with EEG and fMRI is limited. Using single unit
neurophysiology we examined if neural activity in the middle temporal (MT) area reflects a foveal remapping of stimulus
motion. Marmoset monkeys made a saccade from central fixation point to one of two or three equally eccentric motion
dot fields. We included three gaze-contingent conditions: “predictive” where the stimulus was unchanged during the
saccade and thus could be anticipated at the fovea, “unexpected” where the motion direction changed, and “blanked”
where the stimulus disappeared. Using linear arrays we recorded from MT foveal populations and trained a decoder to
report the post-saccadic foveal motion from each trial. We found that we could decode the motion direction faster when
the target was “predictive” versus “unexpected”. Further, on “blanked” trials we could decode the anticipated motion.
These results demonstrate that foveal MT neurons receive feature predictions about a saccade target before it enters
their receptive fields, providing the first single unit evidence of foveal remapping in early visual cortex.

Acknowledgements: NIH EY030998 (SHC,JFM) ; K99 EY032179-01(JLY)

10:45 am

Predictive enhancement of saccade target features in the pre-saccadic
center of gaze

Lisa M. Kroell1.2 lisa.maria.kroell@hu-berlin.de, Martin Rolfsl; IHumboldt-Universitéat zu Berlin, 2Berlin School of Mind
and Brain, Humboldt-Universitat zu Berlin

While pre-saccadic sensitivity modulations at the target of an eye movement have been studied extensively, little is
known about the concurrent development of visual sensitivity in the center of gaze. Using a dynamic noise paradigm, we
demonstrate that defining features of an upcoming saccade target predictively alter foveal perception. We asked
observers to detect an orientation-filtered pink noise patch (the probe; presented on 50% of trials) in their center of gaze
while they prepared a saccade to another orientation-filtered patch (the target). Probe and target exhibited one of two
possible orientations, such that the probe was oriented either congruently or incongruently to the target. Both stimuli
were smoothly embedded in a stream of pink noise images covering the entire screen. We found that foveal hit rates
decreased continuously during saccade preparation, when attention is known to shift to the target. Crucially, this
decrease was less pronounced for target-congruent than for target-incongruent probes starting 200 ms before saccade
onset. When generating a false alarm (FA), observers reported perceiving target-congruent probes more often than
incongruent ones. Reverse correlations revealed that FAs were by no means unsystematic but relied on an incidental,
high energy of the reported orientation in the foveal noise region. Notably, for observers to perceive a target-incongruent
probe in the foveal noise, strong and unambiguous evidence for its orientation was required. Weaker foveal evidence for
the target orientation was sulfficient to trigger congruent FAs. These correlations between noise content and response
behavior were specific to the foveal noise region. Combined, our results demonstrate that, during saccade preparation,
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sensitivity to target-congruent features increases in the very center of gaze. To our knowledge, this constitutes the first
behavioral evidence for a predictive, foveal sensitization to soon-to-be fixated features—a mechanism that may support
the continuous perception of saccade targets across eye-movement-induced displacements.

Acknowledgements: This research was supported by the Deutsche Forschungsgemeinschaft (grants RO3579/8-1, RO3579/9-1,
and RO3579/12-1 to M.R.)

11:00 am

Fine spatial judgements driven by extra-retinal knowledge of fixational eye
drifts

Zhetuo Zhaol2 zzhao33@ur.rochester.edu, Jonathan D. Victor3, Michele Ruccil.2; 1Department of Brain and Cognitive
Sciences, 2Center for Visual Science, University of Rochester, 3Feil Family Brain and Mind Research Institute, Weill
Cornell Medical College

During normal fixation, the human eyes move incessantly, following seemingly random trajectories. This motion known
as ocular drift, has long been assumed to result from imprecise motor control and to be estimated by the visual system
from the resulting image motion on the retina. Several lines of evidence now indicate that drift is controlled (Intoy and
Rucci, Nat. Comm., 2020). Thus, the question emerges of whether the visual system also has access to extra-retinal
information about drift motion. To investigate this question, we designed a task in which extra-retinal information about
drift is required for a Vernier judgment. In a 2AFC task, human observers (N=7) reported the spatial relation between
Vernier stimuli that were displayed in a gaze-contingent manner as the eye normally drifts. Stimuli were viewed through
a thin slit aperture which moved with the eye, enabling exposure of only a vertical strip on the retina, so that the two
Vernier bars were vertically aligned on the retina. Thus, the retinal image contains no Vernier offset, but a percept of
displacement could arise if the subject has access to extra-retinal knowledge of the direction of ocular drift between the
flashes. Special care was taken to eliminate all spatial cues, by showing stimuli in complete darkness and using a
custom-developed LED display with no visual persistence. All subjects were able to accomplish the task with Vernier
gap of just 2’ and exhibited higher performance as the gap increased. Data are well predicted by a Bayesian model that
incorporates prior knowledge of drift motion as a Brownian motion process. These results indicate that humans have
access to extraretinal drift information and use it in establishing spatial representations.

Acknowledgements: This work was supported by NIH grants EY18363 (MR) and EY07977 (JV).

11:15 am

New enhancements to the DeepGaze models for a better understanding of
human scanpaths

Matthias Kiimmererl matthias.kuemmerer@bethgelab.org, Akis Linardos?, Matthias Bethgel; 1University of Tubingen,
2University of Barcelona

The family of DeepGaze models comprises deep learning based computational models of freeviewing overt attention.
DeepGaze |l predicts freeviewing fixation locations (Kimmerer et al, ICCV 2017) and DeepGaze Ill (Kimmerer at al,
CCN 2019) predicts freeviewing sequences of fixations. The models encode image information using deep features from
pretrained deep neural networks to compute a spatial saliency map, which, in case of DeepGaze lll, is then combined
with information about the scanpath history to predict the next fixation. Both models have set the state of the art in their
respective tasks in the last years. Here, we improve the performance of both models substantially. We replace the
backbone deep neural network VGG-19 with better performing networks such as DenseNet. We also improve the
architecture of the model and the training procedure. This results in a substantial performance improvement for both
DeepGaze Il and DeepGaze Il and sets a new state of the art for freeviewing fixation prediction and freeviewing
scanpath prediction across all commonly used metrics. We further use the improved DeepGaze 11l model to better
understand human scanpaths. For example, we quantify the effects of scene content and scanpath history on human
scanpaths. We find that, on the MIT1003 dataset, scene content has a substantially larger effect on fixation selection
than scanpath history and that there are only very subtle but measurable interactions between scene content and
scanpath history that go beyond a scalar saliency measure. Furthermore, we are able to disentangle the central fixation
bias into contributions that are driven by image content, by the initial central fixation, and by a remaining effect that
cannot be explained from these two sources. Taken together, the improved DeepGaze models allow us to analyze
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human scanpaths in ways that are not possible without high-performing deep learning models.

Acknowledgements: This work was supported by the German Federal Ministry of Education and Research (BMBF): Tubingen Al
Center, FKZ: 011S18039A and the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation): Germany’s
Excellence Strategy — EXC 2064/1 — 390727645 and SFB 1233

11:30 am
Individual fixation preferences within a face generalise to other kinds of

objects

Ben de Haas! benjamindehaas@gmail.com, Maximilian D. Brodal; 1Experimental Psychology, Justus-Liebig-Universitat
Giessen, Germany

The typical landing point of the first fixation towards a face is just below the eyes. This is compatible with a foveated
ideal observer, aiming to maximise information about facial identity and expression. However, there are reliable
individual differences in the exact height of this landing point and these differences are performance-maximising for the
individual. It is unclear whether this variation is due to the matching of individual face templates or to individual foveation,
i.e. the individual distribution of resources across the visual field. We hypothesized that variance in foveation would
predict an extension of fixation differences to other types of objects. A sample of 101 observers freely viewed 700
natural scenes. We extracted each fixation landing on a given face or non-face object first and calculated their relative
height within the object. Results confirmed considerable individual differences for the relative height of face directed
fixations and — crucially — also for fixations towards non-face objects. Importantly, both were highly correlated with each
other (r = .88), showing that observers fixating higher or lower within a face show a similar tendency for other kinds of
objects. Control analyses confirmed the consistency of these tendencies across images, image quadrants and
experimental sessions separated by weeks. These results show that idiosyncratically preferred fixation locations
generalise from faces to other types of objects and support the hypothesis they are related to general differences in
foveation. We plan to further test this hypothesis by probing whether the preferred height of fixation reflects individual
anisotropies in visual crowding and cortical magnification.

Acknowledgements: Supported by European Research Council Starting Grant 852885 INDIVISUAL; BdH was further supported
by Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) Project No. 222641018-SFB/TRR 135 TP A8.
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Talk Sessions >

Multisensory Processing
Tuesday, May 25, 1:00 - 2:30 pm EDT, Talk Room 1 Join Zoom Webinar

Moderator: Viola Stoermer, Dartmouth

1:00 pm
Seeing sounds: Brain mechanisms underlaying auditory contributions to
visual detection

Alexis Perez-Bellido12:3 alexisperezbellido@gmail.com, Eelke Spaak3, Floris P. de Lange3; 1Department of Cognition,
Development and Educational Psychology, University of Barcelona, Spain, 2Institute of Neurosciences, University of
Barcelona, Barcelona, Spain, 3Donders Institute for Brain, Cognition and Behaviour, Radboud University, Nijmegen, The
Netherlands

How auditory information interacts with visual detection is a recurrent question in visual neuroscience. Whereas some
studies propose that sounds interact automatically with incoming visual input, others instead claim that audiovisual
interactions are dependent on top-down controlled processes like attention. In this study, we recorded
magnetoencephalography (MEG) data while participants performed a visual detection task (where the audiovisual
events were task-relevant) or a working memory task (where the audiovisual events were task-irrelevant). We trained
multivariate pattern analysis classifiers and tested them at different time points to characterize how auditory information
shaped visual stimulus representations over time in each task. Our results showed that sounds interact with visual
detection via two different mechanisms. First, a mechanism by which observers actively used the auditory stimulus to
orient their attention to the target onset, maintaining a stable representation of the visual stimulus along the whole trial.
This mechanism allowed participants to improve their visual sensitivity and it was not automatic, as it required
participants to attend the audiovisual signals. Second, a mechanism by which sounds elicit a neural response pattern
akin to the one evoked by an actual visual stimulus. This latter mechanism was associated with an increase in false
alarms and it is automatic since it was independent of participants attention to the audiovisual signals. This work shed
light on a classic debate in regard to the automaticity of auditory dependent modulations of visual detection by showing
that 1) sounds improve visual detection sensitivity via a top-down controlled mechanism; and 2) changes in criterion (i.e.
signal detection theory parameter) due to sound presentation in visual detection experiments do not merely reflect
decisional biases. Instead, our results suggest that sounds automatically evoke neural activity patterns that could be
interpreted by the brain as a veridical visual stimulus.

Acknowledgements: A.P.B. is supported by RTI2018-100977-J-100 from MINECO (Spain) and F.P.d.L. is supported by a grant
from the Horizon 2020 Framework Programme (ERC Starting Grant 678286)

1:15 pm
Auditory Context Alters Visual Perception

Jamal Williams! jrwilliams@ucsd.edu, Yuri Markov2, Natalia Tiurina2, Viola Stoermerl.3; 1University of California, San
Diego, 2HSE University, Russia, 3Dartmouth College

Visual inputs are often obscured, distorted, or ambivalent, and to form meaningful representations of incoming
information, our visual system relies not only on the visual features of the object itself but takes into account the
surrounding context. Most studies have focused on how visual context influences visual object perception, and it is less
clear how concurrent auditory information about objects—the sound of a lawnmower, or the whistling of a tea kettle—
influences what objects we see and how we experience them. Here, we investigate whether naturalistic sounds
modulate the representation of visual objects. We used a visual discrimination task and a novel set of ambiguous object
stimuli that were paired at random with related or unrelated sounds. Specifically, we created ambiguous stimuli by
morphing together the features of two objects (Object A, Object B, e.g., a hammer and a seal), and presented these
ambiguous morph stimuli with naturalistic sounds that were related to either Object A or B. Visual objects and sounds
were presented simultaneously, and at the end of each trial, participants indicated what object they saw using
continuous report. Overall, we found that sounds biased visual object recognition, such that the perceptual
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representation was pulled towards the object features that matched the sound (Exp. 1a-1b). For example, the same
ambiguous hammer-seal object would appear more seal-like when paired with the sound of seal barking, but more
hammer-like when paired with the sound of a hammer hitting. In various control experiments, we show that this effect is
not driven by response bias (Exp. 2a-2b), and not due to a general effect of expectation (Exp.3). These results indicate
that visual object representations are biased by contextual auditory information due to the continuous integration of
auditory and visual information during real-world perception.

1:30 pm
How blurry are echoes? Quantifying the spatial resolution of echoic vs.

visual object perception

Santani Teng?! santani@ski.org, Michael Ezeana?, Nickolas Paternoster2, Amrita Puri2; 1Smith-Kettlewell Eye Research
Institute, 2University of Central Arkansas

Recent research has explored the use of active echolocation by blind individuals, who, by generating mouth-clicks, elicit
echoes and use them to perceive and interact with their surroundings. In prior work we showed that expert practitioners
can distinguish the positions of objects separated by as little as ~1.5°, the approximate threshold of visual letter
recognition at 35° retinal eccentricity. They can also echolocate household-sized objects, then distinguish them
haptically from a distractor with significantly above-chance accuracy (~60%). Here we investigated whether the spatial
resolution of crossmodal echo-haptic object discrimination is similar to that measured for localization. We found that
blindfolded sighted participants tested on the same crossmodal match-to-sample design performed similarly, but with
greater inter-individual variability. Performance was similar for both common household objects and novel (Lego) objects
of arbitrary shape. This suggests that some coarse object information a) is available to both expert blind and novice
sighted echolocators, b) transfers from auditory to haptic modalities, c) is not dependent on prior object familiarity, and d)
may require a larger angular size than was subtended by our test objects. Thus, we repeated the match-to-sample
experiments using stimuli enlarged by 50% along each dimension. Preliminary results do not show improved
performance with larger object size; feedback after each trial in future sessions may improve accuracy. Next, we aimed
to directly estimate the equivalent visual resolution of echoic object perception. In a pilot experiment, sighted participants
examined target objects visually at 35° eccentricity and, subsequently, identified the target haptically. Performance was
~85%, suggesting that haptic recognition is better informed by visual object information at 35° than by object echoes at
the scales we tested. Manipulating visual blur to equate visual and echoic performance will reveal more precisely the
spatial resolution of echo-based object perception.

Acknowledgements: This work was supported by an NIH T32 Training Grant (to ST); The Foundation for Ophthalmology
Research and Education — International (to ST); UCA AURS summer research award (to ME, AP); UCA Faculty Research Grant
(to AP)

1:45 pm
The Beep-Speed Illlusion: Non-Spatial Tones Increase the Perceived Speed
of Visual Objects

Hauke S. Meyerhoffl h.meyerhoff@iwm-tuebingen.de, Nina A. Gehrer2, Simon Merz3, Christian Frings3; 1Leibniz-Institut
fuer Wissensmedien, Tuebingen, Germany, 2University of Tuebingen, Germany, 3University of Trier, Germany

Coinciding auditory information alters early processing of visual scenes, however, the interplay between audio-visual
integration and selective visual attention is far from being understood. Here, we introduce the beep-speed illusion
revealing both the impact of audio-visual integration on attentional guidance as well as perceptual consequences
following the selective allocation of visual attention toward audio-visually synchronized objects. We observed the illusion
with displays involving two simultaneously moving objects that change their motion trajectories occasionally, but only the
direction changes of one object are accompanied by spatially uninformative tones. Whereas this object always moved
with 4.5 deg/s, we varied the speed of the other, purely visual object across trials. The task of the participants was to
indicate which of the two discs moved faster. From these answers, we calculated the point of subjective equality (i.e. the
speed of the visual object at which both objects appeared to move at the same speed). We observed a selective
increase in perceived object speed (4-8%) of the audio-visually synchronized object (Exp. 1a) which persists when
preventing eye movements (Exp. 1b). When the coinciding tones were replaced with temporally matched color changes
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of the synchronized object, we observed a comparable illusory increase in perceived speed, whereas presenting color
changes of a surrounding frame instead of tones had no effect (Exp. 2). Finally, the illusion even emerged with spatially
incongruent tones (Exp. 3). Taken together, our pattern of results suggests that audio-visual synchrony attracts visual
attention towards the coinciding visual object, leading to an increase in speed-perception. Although future research is
necessary to explore the boundary conditions of the beep-speed illusion, the striking phenomenology as well as
quantifiability of the illusory increase in perceived object speed render this illusion a promising road for a better
understanding of the interplay between audio-visual integration and attentional selection.

2:00 pm

Assessment of the Bayesian hypothesis for visual-vestibular cue
combination

Christopher Tylerl cwt@ski.org; 1Smith-Kettlewell Eye Research Institute

For locomotion through the visual world in which we operate, a core issue is to conceptualize how its 3D structure is
encoded through the neural computation of the multiple depth cues and their integration to a unitary representation of
the changing scene. The overall percept must be derived from the combination of all available depth cues, but a simple
linear summation rule across the array of different depth cues, would massively overestimate the perceived depth in the
scene in cases where each cue alone provides a close-to-veridical depth estimate. On the other hand, a Bayesian
averaging, or ‘modified weak fusion’, model for depth cue combination does not provide for the observed enhancement
of perceived depth from weak depth cues. To assess performance with multisensory cues, the case of perceived
heading from motion in depth conveyed by visual and vestibular cues is considered, based on data kindly provided from
a published behavioral study with monkeys (Dokka, DeAngelis & Angelaki, 2015, J Neurosci), where the perceived
heading was biased by an auxiliary cue of the lateral motion of a visually-defined sphere, with a juice reward for a
correct response to whether the physical heading was to the left or right. Theoretical distributions for Bayesian analyses
were derived from the individual trial data. The individual heading estimates were substantially biased by the decoy
sphere motion for each of the visual and vestibular cues alone, but much less so when the cues were combined. An
Obligate Bayesian rule for the cue combination calculated for these data could not account for the observed reduction in
the combined heading bias. The data are, however, consistent with a Selective Bayesian rule, in which the monkeys are
assumed to be able to ignore the heading information in the visual modality if advantageous to do so.

2:15 pm

Decoding sounds in early “visual” cortex of the congenitally blind

Petra Vetter! petra.vetter@unifr.ch, Lukasz Bola2:3, Lior ReichS, Matthew Bennett4, Lars Muckli4, Amir Amedi®5;
1University of Fribourg, 2Jagiellonian University, 3Harvard University, 4University of Glasgow, SHebrew University
Jerusalem, 6Reichman University Herzliya

Complex natural sounds, such as bird singing, people talking or traffic noise, induce decodable fMRI activation patterns
in early visual cortex of sighted blindfolded participants (Vetter, Smith & Muckli, 2014, Current Biology). That is, early
visual cortex receives non-visual and potentially predictive information from audition. However, it is unclear whether the
transfer of auditory information to early visual areas is an epiphenomenon of visual imagery or, alternatively, whether it is
driven by mechanisms independent from visual experience. We acquired fMRI activity from 8 congenitally blind
participants listening to different natural sounds, and derived boundaries of early visual areas V1, V2, and V3 by
overlaying probabilistic retinotopic maps from sighted participants onto the reconstructed brain surfaces of blind
participants. Using multi-variate pattern analysis, we decoded natural sounds in early “visual” areas of congenitally blind
individuals who lack visual imagery. Thus, visual imagery is not a prerequisite of auditory feedback to early visual cortex.
Furthermore, the spatial pattern of sound decoding accuracy in early visual cortex was remarkably similar in blind and
sighted individuals, with an increasing decoding accuracy gradient from foveal to peripheral regions. This suggests that
the typical organisation by eccentricity of early visual cortex develops for auditory feedback even in the lifelong absence
of vision. The same feedback to early visual cortex might support visual perception in the sighted (Vetter, Smith &
Muckli, 2014, Curr Biol) and drive the recruitment of this area for non-visual functions in blind individuals (Amedi et al.,
2003, Nat Neurosci; Bedny, 2017, TICS).

Acknowledgements: Daniel Turnberg Fellowship, Academy of Medical Sciences, National Science Centre Poland
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Visual Memory: Capacity, models, neural and encoding
Tuesday, May 25, 1:00 - 2:30 pm EDT, Talk Room 2 Join Zoom Webinar

Moderator: Stefan van der Stigchel, Utrecht University

1:00 pm
EEG decoding of categorical biases in working memory
Gi-Yeul Bael ghae2@asu.edu; 1Arizona State University

Previous studies demonstrated that visual representations in working memory exhibit biases in relation to the categorical
structure of the stimulus space. For example, color representations are biased away from the nearest category border
and orientation representations are biased away from the nearest cardinal axis. However, a majority of those studies are
based on behavioral measures of working memory (e.g., delayed estimation), and thus it is unclear whether the bias is
driven by the shift of representation per se or by the processes that translate the memory representations into a
behavioral response. Here, the present study attempted to find evidence that the actual content of working memory is
categorically biased even before a response is made using a recently developed EEG decoding method. In Experiment
1, EEG was recorded while participants were performing a simple location delayed estimation task. | found that the
decoding of location was biased away from the nearest cardinal location, consistent with the biases observed in the
behavioral responses. Follow-up analyses showed that the categorical bias started as early as the stimulus encoding
stage, indicating that the categorical bias in behavior was originated from the perception of the stimulus. Experiment 2
replicated these findings using a 2AFC orientation working memory task where participants reported the remembered
orientation using a button press to indicate which of the two probe items matched the orientation of the original sample
object. Because the two probe items were simultaneously presented in locations different from the location of the sample
object in the task, this result indicates that the categorical bias in decoding was not merely driven by a location-based
response preparation strategy. Together, these results provide neural evidence that working memory representations
themselves are categorically biased, imposing important constraints on the computational models of working memory
representations.

1:15 pm
Small neuronal ensembles of primate lateral prefrontal cortex encode

spatial working memory in two reference frames

Rogelio Lunal2 rluna@uwo.ca, Megan P. Roussy!.2, Benjamin Corriganl.2, Adam Sachs3, Stefan Treue#>, Julio
Martinez-Trujillo1.2:3; 1Cognitive Neurophysiology Laboratory, Robarts Research, Institute, UWO, London, Canada,
2Department of Physiology and Pharmacology, Schulich School of Medicine and Dentistry, UWO, London, Canada,
3The Ottawa Hospital, University of Ottawa, Ottawa, Canada, 4Bernstein Center for Computational Neuroscience,
Goettingen, Germany, >Cognitive Neuroscience Laboratory, German Primate Center, Géettingen, Germany, 6Brain and
Mind Institute, UWO, London, Canada

Single neurons in the primate lateral prefrontal cortex (LPFC) encode spatial information during working memory (WM).
However, it is poorly understood whether ensembles of neurons of a certain size can encode memorized locations
based on different frames of reference during spatial WM. We trained two rhesus monkeys on a modified version of the
oculomotor delayed-response task. For each trial, animals fixated a dot displayed at one of sixteen different positions on
the screen and a target transiently appeared for 1000ms. Animals maintained fixation for another 1000ms and upon
extinction of the fixation dot they made a saccade to the remembered target location to obtain a reward. Such task
design allowed us to analyze the data for remembered locations relative to the fixation dot (retinotopic frame), and
relative to the target location (spatio-centered frame). We recorded the extra-cellular unitary/multi-unitary activity by
implanting multi-electrode arrays in the dorso-lateral (dALPFC) and ventro-lateral (vLPFC) prefrontal cortices. We
grouped trials by quadrants within each reference frame (RF), computed the average firing rate during the WM delay for
each unit, and determined their spatial selectivity (Mutual information test). We then constructed neuronal ensembles of
different sizes (n=1,...50) and trained linear classifiers to decode the visual quadrant that included the memorized cue
position from each ensemble size, and across 20 decoding iterations. We found that ensembles of dLPFC and vLPFC

V-VSS 2021 Program 124


https://zoom.us/j/92894932739?pwd=eGlYeXJjaXFqcHdUZUZUaFpYQjlaZz09
mailto:gbae2@asu.edu?subject=Your V-VSS 2021 Talk - EEG decoding of categorical biases in working memory
mailto:rluna@uwo.ca?subject=Your V-VSS 2021 Talk - Small neuronal ensembles of primate lateral prefrontal cortex encode spatial working memory in two reference frames

cells yielded decoding accuracies of 69% and 79% in the retinotopic RF, respectively, and 55% and 52% in the
spatiotopic RF. Interestingly, the classifiers frequently based their performance on spatially selective units for the smaller
ensemble sizes (n <= 5), and gradually reduce this proportion as the size of ensembles increased (n >= 6). Neuronal
ensembles of small size in the LFPC could encode locations during spatial WM in the retinotopic and spatiotopic
reference frames

Acknowledgements: We acknowledge grants from the Natural Sciences and Engineering Research Council of Canada (NSERC)
and the Canadian Institutes of Health Research (CIHR) to perform this study.

1:30 pm

Transforming Latent Descriptors into memory Representations: The TLDR
model of working memory

Shekoofeh Hedayatil, Brad Wyble2; 1The Pennsylvania State University

Visual knowledge is an inseparable part of working memory (WM) that affects encoding of information (Baddeley &
Hitch, 1974; Baddeley, 2000; Ericsson & Kintsch, 1995). For example, the number of familiar items that people can
remember is more than unfamiliar items (Zimmer & Fischer; 2020). And, active long-term memory is known to be a key
component of WM (Cowan 2017; Oberauer 2009). Yet, no computational model has explained the underlying
mechanism between visual knowledge and WM. In this study, we used a generative deep learning network to build a
neurally-plausible computational model of WM that we call it TLDR. The visual knowledge in the TLDR is represented by
a modified Variational Autoencoder (VAE; Kingma & Welling, 2013) that compresses the visual information in multiple
layers. The TLDR encodes visual information by flexibly allocating neural resources to create an actively stored
representation in a binding pool (BP; Swan & Wyble, 2014). The stored information in the BP is then retrieved to
recreate those latent representations that were generated at the time that the stimuli were perceived. Consistent with
human behavior in memory tasks, the TLDR is capable of explaining the following aspects of WM: efficient storage of
familiar shapes with the aid of visual knowledge, storing novel configurations (Lake et al., 2011), encoding relevant
attributes (e.g., color, shape, etc.) with varying degrees of precision (Swan, Collins, & Wyble, 2016), storing categorical
information along with visual details with minimal interference, showing interference when multiple items or attributes are
encoded in one memory trace, and rapid tuning the encoding parameters to accomplish unexpected memory tasks. In
general, the TLDR provides new insights on the representations of WM in relation to the visual knowledge.

1:45 pm
Serial dependency bias as memory averaging

Paul Zerrl p.zerr@uu.nl, Surya Gayet?, Stefan Van der Stigchell; 1Experimental Psychology, Helmholtz Institute,
Utrecht University, The Netherlands, 2Donders Institute for Brain, Cognition and Behaviour, Radboud University, The
Netherlands

It has been established that perceptual reports are influenced by previously reported percepts, a phenomenon described
as ‘serial dependency in perception’. For example, the reported orientation of a line grating is attracted towards the
orientation reported in the previous trial. This process presumably promotes perceptual stability in a noisy and dynamic
visual world by integrating visual information sampled from the same object at different points in time. Despite a recent
surge in studies illustrating serial dependency effects, it remains unclear whether these biases arise during perception
(i.e., stimulus encoding), or within memory (i.e., stimulus maintenance). To distinguish between these possibilities, we
sequentially presented four oriented gratings in an n-back working memory task. Participants were retro-actively cued
which of the four orientations they should reproduce. In addition to the classic serial dependency effect, our data showed
that reports were also biased by subsequently presented orientations. When, for example, the second item in the
sequence was the target, its reported orientation was not only influenced by the first item but also by the third and fourth
items. This finding excludes the possibility that serial dependency biases arise solely during encoding, since reported
stimuli were already stored in memory at the time subsequent, influencing stimuli were presented. Based on data from
three studies we propose a new model of serial bias in vision, describing the behavioral report of a perceived target as
the result of an attentionally modulated, weighted average between the actual target, task-relevant information preceding
and succeeding the target, as well as previous behavioral reports. Supplementary materials such as pre-prints, data,
stimulus, and analysis scripts can be found at https://osf.io/54abr/?view_only=2f67d292ed9e4ed6bc731da09b624069
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Acknowledgements: This research was funded by a VIDI grant 45213008 from the Netherlands Organization for Scientific
Research (NWO) to Stefan Van der Stigchel, and a VENI grant 191G.085 from the NWO to Surya Gayet.

2:00 pm

A quantitative model of ensemble perception as summed patterns of
activation in feature space

Maria Robinson® mrobinson@ucsd.edu, Timothy Brady?; 1University of California, San Diego

Ensemble perception allows the limited capacity visual system to efficiently consolidate noisy input from the environment
to construct reliable representations, guide attention and classify features or objects (Whitney & Yamanashi, 2018).
Despite the importance of ensemble perception, there are few computational models that provide a formal, process-level
account of ensemble perception across a range of experimental conditions and stimuli. This is the goal of the current
work; specifically, we propose a novel ensemble model, which is motivated by a recent signal detection model of
memory (Schurgin, Wixted, & Brady, 2020). According to the proposed model, items evoke distributed patterns of
familiarity over feature space (e.g., a color evokes a pattern of familiarity over all color channels), and ensemble
representations reflect the global sum of these signals across all items -- a location-independent distribution over what
features are present. We then assume that individuals report on their memory of the ensemble by selecting the feature
value that generates the maximum familiarity signal after the signals are corrupted by noise. We leverage this set of
minimal assumptions to capture the entire distribution of individuals’ errors on an ensemble continuous report task using
solely those individuals’ estimates of performance on a separate VWM task. That is, we account for the full distribution of
errors on the ensemble task with zero free parameters. The ensemble model was assessed in three experiments in
which individuals were probed on their memory for ensemble color, where we varied the number of items, color range,
and presence of an outlier. To assess the generalizability of our modeling results across stimuli spaces, we evaluated
the model for ensemble processing of shapes. We discuss our model and results in the context of current theories of
ensemble perception and population coding models of ensemble representation and memory.

2:15 pm
Melting ice with your mind: Dynamic representation of physical states
Alon Hafril ahafril@jhu.edu, Tal Bogerl2, Chaz Firestonel; 1Johns Hopkins University, 2Yale University

When a log burns, it transforms from a block of wood into a pile of ash. Such state-changes are among the most
dramatic ways objects can change their appearance—going beyond mere changes of position or orientation. How does
the mind represent changes of state? A foundational result in visual cognition is that memory extrapolates the positions
of moving objects—a distortion called “representational momentum.” Here, we exploited this phenomenon to investigate
mental representations in “state-space.” We created realistic animations of objects undergoing state-changes: ice
melting, grapes shriveling, logs burning, etc. Participants observed interrupted segments of these animations, and then
reported the last frame they saw using a slider. Four experiments showed representational momentum for state-
changes, revealing dynamic representation of physical states. In Experiment 1, participants consistently reported a
frame more “forward” in time (e.g., more melted) than they had actually seen. Experiment 2 showed that such
representations are flexible, arising even for directions rarely encountered before: We included both forward- and
backward-playing animations (e.g., both melting and “unmelting”) and observed representational momentum in both
directions (e.g., for backward animations, participants remembered the ice as more “unmelted” than it really was).
Experiment 3 controlled for low-level motion cues by showing that even a single static frame elicits representational
momentum: Participants who saw one frame of each state-change misremembered it as further along its implied state-
transformation. This also indicates that the mind privileges the physically natural forward direction. Finally, Experiment 4
ruled out biases that may have arisen from the response method (slider adjustments) by replicating our earlier results
using a two-alternative forced-choice paradigm. Taken together, our findings reveal that mental representations of a
dynamic world actively incorporate such dynamic changes, and in surprisingly broad ways: Whether in position or state,
the mind extrapolates how objects change.

Acknowledgements: This work was funded by NSF BCS #2021053 awarded to C.F.
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Talk Sessions >

Face Perception
Tuesday, May 25, 8:00 - 10:00 pm EDT, Talk Room 1 Join Zoom Webinar
Moderator: William Hayward, U Hong Kong

8:00 pm

Focus Upper, Process Larger: Matching Eye- or Mouth-area can Change
Face Holistic Processing Range

Xin Zhoul kedazhou@qg.com, Yu-Hao Sun?, Zhe Wang3, Xiteng Yang#; 1Zhejiang Sci-Tech University

Previous study (Wang et al., 2019) showed that upper- and lower-half face might be differently involved in human face
holistic processing. In this current study, we replicated and extended the finding above. In experiment 1, we used the
partial designed composite-face task to test the two ways of holistic processing: the upper-to-lower and the lower-to-
upper composite. Participants were asked to judge whether same or not a study face and a test face’s upper-halves (or
lower-halves) were after the two faces were presented successively. Results showed that the composite-face effect was
stronger when the participants focused at the upper-half face relative to the lower-half face. In experiment 2, we
investigated whether the range of holistic face processing changes when participants fixated at eye (in upper half face)
or mouth (in lower half face). Using the perceptual field paradigm, we present a fusion face and then its original faces (a
“central face” which was same with the fusion face in the eye or mouth and a “peripheral face” which was same with the
fusion face in area outside the eye or mouth). Participants were asked to judge which was more similar with the fusion
face. The more “peripheral face” was selected, the larger is the perceptual field size, which refers to the holistic
processing range). Results showed that: (1) the perceptual field size was larger when participants fixated at the eyes
than when they fixated at the mouth; (2) face inversion made perceptual field size small when either an eye or the mouth
was fixated at. The findings suggested that the range of holistic face processing depends on the face area people focus
on and the upper-half (e.g., eyes or an eye area) plays a different role from that of the lower-half (mouth area) of a face.

Acknowledgements: This research was supported by grants from the Zhejiang Provincial Natural Science Foundation of China
(LY20C090010, LY19C0900086).

8:15 pm
High familiar faces have both part recognition and holistic processing
advantages

Yijun Lil 664863563@qq.com, Yu-Hao Sun?, Lushuang Zhang3, Weidong Zhang#, Wenjing Deng®, Zhe Wang®;
1Zhejiang Sci-tech University, Hangzhou, China

Previous studies reported that people recognize familiar faces better than unfamiliar faces(Jenkins, White, Van Montford
& Burton, 2011). Does face part-based and/or holistic processing play a role in it? Wang and her colleagues (2015,
2019) in studies for face other-race effect (ORE) and species-specific effect (SSE) found that both part-based and
holistic processing were strengthened, in a region-selective (i.e., eyes region vs. mouth region ) way, by people daily
experience accumulation. In this current study, we examined whether both part-based (probably region-selective) and
holistic processing contribute to face familiarity effect. Three levels of familiar faces were used. They were classmates’
faces (high familiar), schoolmates in the same department but different classes (middle familiar), and schoolmates in
different departments (unfamiliar). Using an old/new task, Experiment 1 found high familiar eyes recognized better than
middle familiar or unfamiliar faces (p=0.004, 0.001, respectively), but not for mouth recognition, suggesting a part-based
region-selective familiarity effect. Using the “Perceptual field” Paradigm (Van Belle et al., 2015), Experiment 2 found that
high familiar faces have strongest inversion effect (ps<0.001, <0.05, >0.35, in high familiar, middle familiar, and
unfamiliar faces conditions, respectively), suggesting face holistic processing plays a role in face familiarity effect. The
experience-based holistic processing hypothesis for face recognition was supported.

Acknowledgements: This research was supported by grants from the Zhejiang Provincial Natural Science Foundation of China
(LY20C090010, LY19C0900086).
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8:30 pm
Idiosyncratic eye-movement patterns modulate holistic processing of faces:

evidence from the composite face effect and the inverted face effect

Nianzeng Zhong! nzhong@hku.hk, Janet Hsiaol, Guomei Zhou?, William Hayward?!; 1University of Hong Kong, 2Sun
Yat-Sen University

It is well established that faces are processed holistically, with the face inversion paradigm and the composite face
paradigm two being widely used tasks to demonstrate this mode of processing. However, many recent studies have
found that individuals differ in their eye movements to faces, and little is known about whether these differences in eye
movements modulate holistic processing. To investigate this issue, participants were asked to complete the upright (or
inverted) face identification task and the top (or bottom) cued composite face task. Using the Eye Movement analysis
with Hidden Markov Models (EMHMM) approach to analyze their eye movements, participants were clustered into two
groups on the basis of their eye movement patterns during the upright face identification task, with an upper-focused
group who preferred to look at the upper half of a face (such as the eyes), and another lower-focused group who
preferred to look at the nose or the mouth of a face. These two groups showed no significant difference in the size of the
face inversion effect. But in the composite face task, the upper-focused group showed a stronger composite effect for
matching the upper halves of faces than the lower halves, while the lower-focused group had similar magnitudes of
composite effect between judging the upper half and the lower half conditions. Thus, holistic face processing is
influenced by one’s preferred face-scanning pattern.

Acknowledgements: This work was supported by the General Research Fund of the Hong Kong Research Grants Council
[HKU17608519] to William G. Hayward.

8:45 pm
Visual information sampling of faces by super-recognisers

James D. Dunnl j.d.dunn@unsw.edu.au, Victoria I. Nicholls2, Michael Papinutto3, Victor P. L. Varelal, David Whitel,
Sebastien Miellet4; TUNSW Sydney, 2Bournemouth University, 3University of Fribourg, 4University of Wollongong

Individual differences in face recognition accuracy are likely to be linked to the way visual information is sampled and
processed. Here we compared visual sampling of super-recognisers (SRs) — individuals that achieve the highest levels
of accuracy in face recognition tasks — to typical viewers, using a novel gaze-contingent technique. Participants
performed a face recognition task in which they learned and recognised novel faces while their gaze position was
recorded. The face on the screen was modified in real-time to constrict the information around the gaze position at
different aperture sizes. Super-recognisers displayed superior recognition accuracy for all but the smallest aperture
viewing sizes. Underlying this superiority are qualitative differences in visual sampling: (i) SRs exhibited greater
distribution of fixations across face images, suggesting enhanced visual exploration; (ii) SRs focused less on the eye
region; (iii) SRs produced more fixations to the central region of faces. Importantly, these differences were most
apparent in the learning phase of the experiment, suggesting that the superior accuracy of SRs was founded on
enhanced encoding of faces into memory. Together, our results point to a process whereby SRs construct a more robust
memory trace by accumulating samples of complex visual information across successive eye movements. Because
super-recognisers display superior accuracy with restricted viewing — while also showing fixation patterns that are
associated with holistic processing — SR’s superior performance appears to achieved by combining both local and global
sources of information in memory representations.

9:00 pm
Intact gaze processing in developmental prosopagnosia

Zoe Littlel zoe.littte@vuw.ac.nz, Colin J. Palmer?, Tirta Susilol; 1Victoria University of Wellington, 2University of New
South Wales

The eyes of other people subserve two core functions in human social cognition: gaze perception and facial identity
recognition. Here we report four experiments that investigate whether various aspects of gaze processing can be intact
when identity processing is impaired in developmental prosopagnosia (DP). Experiment 1 (N = 102 DPs, 97 controls)
measured perception of strabismus, which requires judgment of gaze direction from the two eyes. Experiment 2 (N =
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101 DPs, 97 controls) measured the Wollaston illusion (whereby perceived eye gaze is pulled by head rotation), which
requires perceptual integration of eye and head direction. Experiment 3 (N = 45 DPs, 45 controls) measured gaze
discrimination and gaze adaptation, which reflects sensitivity to gaze direction and its sensory representations.
Experiment 4 (N = 18 DPs, 22 controls) measured serial dependence in gaze perception, which reflects temporal
integration of gaze direction and its perceptual stability. Despite their severe and lifelong deficits at recognising identity,
DPs showed normal gaze processing across all experiments. These results demonstrate the functional specificity of
gaze processing and imply that gaze perception is carried out by dedicated mechanisms not used for processing
identity. Our findings align with models of face processing that posit distinct pathways for gaze and identity analysis, and
further clarify the selectivity of face processing dysfunctions in developmental prosopagnosia.

Acknowledgements: Royal Society of New Zealand Marsden Fund 16-VUW-175

9:15 pm
Social orienting of attention: A meta-analytic review of the gaze-cueing

effect

Kate T McKay! k.mckay@ugconnect.edu.au, Sarah A Graingerl, Sarah P Coundourisl, Daniel P Skorich2, Louise H
Phillips3, Julie D Henryl; 1University of Queensland, 2Australian National University, 3University of Aberdeen
Reflexively following the eye gaze of others is thought to be a fundamental mechanism of human social cognition. In line
with this, a gaze-cueing effect — whereby, healthy adults respond faster to peripheral targets presented at gazed-at
rather than gazed-away-from locations — has been observed in the empirical literature. However, from both a
methodological and theoretical perspective, many important questions remain about the potential role of moderator
variables in understanding this effect. To directly address these, we conducted the first meta-analytic integration of the
gaze-cueing literature. Integrating data from 3693 healthy adult participants from 112 independent samples, we found a
small but significant gaze-cueing effect, g = 0.23. Although robust, emerging at all levels of each of the task parameters
we examined, the magnitude of this effect was moderated by three key variables: namely, whether direct-gaze cues had
preceded each directional gaze-cue or not, whether gaze-cues had disappeared before targets appeared or not, and
whether the task had been to detect, localize, or categorize targets. The magnitude of the gaze-cueing effect also
appeared to vary as a function of the emotional expression of the cue and the stimulus onset asynchrony (SOA)
between cue and target. Although one significant moderating effect of cue ecological validity emerged at 600ms SOA,
cue ecological validity was largely not a moderator of the gaze-cueing effect. Overall, this meta-analysis suggests that
eye gaze is indeed a powerful social cue that reliably influences the allocation of others’ visual attention, but that this
effect can be strengthened or reduced as a function of other social perceptual cues such as emotional expression and
prior eye contact. Our findings also have implications for our understanding of the roles that task requirements, cue
ecological validity, and SOA have on the gaze-cueing effect.

9:30 pm
The face-dependency effect of gaze in working memory: Face context

modulates memory performance of gaze

Shujuan Yel yeshjs@mail2.sysu.edu.cn, Ziyi Duan?, Tian Ye2, Xiaowei Dingl; 1Sun Yat-sen University, Guangzhou,
China, 2Shandong Normal University, Jinan, China

Gaze is thought to be one of the most important social cues. To enable fluent social interaction, we not only need to read
the information behind other’s gaze via immediate perception, but also need to store it in the working memory (WM) to
continuously keep track of its dynamic changes. However, little is known about how WM retains gaze information. In the
current study, we examined whether the storage of gaze information operated independently of other cognitive
processes and proposed two competing hypotheses. (1) Given the significance of eye gaze, a dedicated system for
memorizing gaze information may exist. If so, gaze direction can be stored in WM independently and insusceptible to its
face context (the independent-storage hypothesis). (2) Since gaze is presented in the surrounding of its face context all
the time, the gaze-face binding may lead to the expertise of joint processing. If so, the face context would modulate WM
performance of gaze direction (the binding-storage hypothesis). Two experiments using the method-of-adjustment were
designed to examine the effects of face inversion on gaze direction memory. In Experiment 1, the target gaze was
presented within an upright or inverted face context. We asked if there would be a damage to WM performance when
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configural face context was disrupted. While in Experiment 2, the probed target was eye region only, and we examined
the interference effect of distracting gaze within face context. Results showed that inverted face impaired gaze memory
accessibility but not precision (Experiment 1); moreover, upright faces caused more interference on memory
accessibility than inverted faces when regarded as distractors (Experiment 2). These findings suggest that gaze
direction memory is highly face context-dependent and support the binding-storage hypothesis. Our ability of effectively
processing gaze information to some extent benefits from the face context.

Acknowledgements: This research was supported by Humanities and Social Sciences Foundation of the Ministry of Education of
China [19YJC190004] and Sun Yat-Sen University [19wkzd23] to Xiaowei Ding.

9:45 pm
Psychophysical decoding of 4D dynamic spontaneous facial emotions.
Adelaide L. Burtl, David P. Crewther2; 1Swinburne University of Technology

Emotion recognition studies have chiefly displayed posed facial expressions as two-dimensional static images,
photographs and video-recordings. Recently, facial stimuli have been reproduced as 4D spatial-temporal patterns. Thus,
spontaneous, highly-realistic representations of face stimuli are now available where 3D volume and surface models
produce dynamic movements across time (BU-4D-S; Zhang et al., 2013; 2014). The aim of the present study is to
investigate emotion recognition to 4D spontaneous and dynamic expressions. 13 healthy adult participants performed a
4AFC task to classify facial stimuli in a standard upright or inverted position as either happy, angry, fearful or disgusted
expressions. A generalized linear mixed model was conducted on emotion recognition accuracy and response times for
fixed factors of emotion and position, with a random factor of individual subjects. The resulting model demonstrated that
emotion recognition accuracy for happy expressions was significantly improved compared to the other emotions
(83.93%) with a reduction in reaction times at M = 50ms; disgust (61%; M = 57ms, p <.001***); anger (32.58%; M =
74ms, p <.001***); fear (39.14%; M = 65ms, p < .001**). In the inverted position, no significant differences contributed
to the model for reaction time, while only inverted disgust expressions elicited a significant decrease in accuracy. The
Facial Action Coding System (FACS; Ekman & Friesen, 1978) demonstrated that the happy expression stimuli present
significantly increased activations overall compared to the other emotions, specifically in the mouth region. Based on
prior meta-analyses which likewise describe a psychophysical happiness-superiority effect from facial emotions (Calvo
et al., 2016), we substantiate that this effect extends to 4D dynamic spontaneous expressions, where superior detection
of happy expressions can be linked to increased smiling behaviors or mouth regional activations. We conclude that 4D
dynamic and spontaneous facial stimuli are critical to understand how we naturalistically detect emotional expressions.

Acknowledgements: Swinburne University of Technology
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10:30 am

Heuristic Feature Models for Detection of Disrupted Markov Patterns

Dana Pietrallal pietralla@wiso.uni-koeln.de, Keiji Ota2:3, Maria Dal Martello?4, Laurence Maloney?:3; 1Psychology,
University of Cologne, Germany, 2Psychology, New York University, 3Neural Science, New York University, 4Psicologia
Generale, University of Padova

A challenge for the visual system is to go beyond immediately visible patterns to identify the scene processes that
generated them. One sees the stripes, one infers the zebra. We asked observers to judge whether each of 100 binary
sequences of 20 blue and yellow squares were generated by one of two generators. Each sequence was equally likely
to be the outcome of a random generator with probability of repetition 0.5 ("a fair coin") or a two-state Markov generator,
with a probability of repetition 0.9, tending to generate long, repeating sequences of yellow or blue. In addition for the
sequences generated by the Markov generator, each square in each sequence could be independently disrupted
(flipped from blue to yellow or vice versa). There were three experimental conditions with probabilities of disruption 0.1,
0.2, and 0.3, respectively. Each observer received extensive training with both generators and disruption. We first
compared human performance to that of an ideal model derived from Bayesian decision theory (BDT). Ratios between
the accuracy of observers and that of the BDT model were 0.83, 0.97, and 0.95 in the three conditions. Human
observers were markedly suboptimal but (surprisingly) the relative advantage of the Bayesian model decreased with
increasing disruption. We then compared human performance to that of several different heuristic feature models
(HFMs). Each HFM based its judgment on a specific visual feature of a sequence such as the length of the longest
repeating subsequence or the number of subsequences. No HFM performed as well as the Bayesian but some feature
models outperformed the median human observer. Two HFMs (“length of longest subsequence" and "total number of
repetition") matched the pattern of responses for roughly half the observers. Human performance is better captured by
simple heuristic feature models than a model based on Bayesian decision theory.

Acknowledgements: Erasmus (EU), Promos (DAAD) to DP, Humboldt Research Prize (Humboldt Stiftung) to LTM

10:45 am

Chemogenetic suppression of macaque V4 neurons produces
retinotopically specific deficits in downstream IT neural activity patterns
and core object recognition behavior

Kohitij Karl.2 kohitij@mit.edu, Martin Schrimpfl, Kailyn Schmidt!, James J DiCarlo1.2; IMcGovern Institute for Brain
Research and Department of Brain and Cognitive Sciences, Massachusetts Institute of Technology, Cambridge, MA,
01239, USA, 2Center for Brains, Minds, and Machines, Massachusetts Institute of Technology, Cambridge, MA, 01239,
USA

Distributed activity patterns across multiple brain areas (e.g., V4, IT) enable primates to accurately identify visual
objects. To strengthen our inferences about the causal role of underlying brain circuits, it is necessary to develop
targeted neural perturbation strategies that enable discrimination amongst competing models. To probe the role of area
V4 in core object recognition, we expressed inhibitory DREADDS in neurons within a 5x5 mm subregion of V4 cortex via
multiple viral injections (AAV8-hSyn-hM4Di-mCherry; two macaques). To assay for successful neural suppression, we
recorded from a multi-electrode array implanted over the transfected V4. We also recorded from multi-electrode arrays in
the IT cortex (the primary feedforward target of V4), while simultaneously measuring the monkeys’ behavior during
object discrimination tasks. We found that systemic (intramuscular) injection of the DREADDs activator (CNO) produced
reversible reductions (~20%) in image-evoked V4 responses compared to the control condition (saline injections).
Monkeys showed significant behavioral performance deficits upon CNO injections (compared to saline), which were
larger when the object position overlapped with the RF estimates of the transfected V4 neurons. This is consistent with
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the hypothesis that the suppressed V4 neurons are critical to this behavior. Furthermore, we observed commensurate
deficits in the linearly-decoded estimates of object identity from the IT population activity (post-CNO). To model the
perturbed brain circuitry, we used a primate brain-mapped artificial neural network (ANN) model (CORnet-S) that
supports object recognition. We “lesioned” the model’s corresponding V4 subregion by modifying its weights such that
the responses matched a subset of our experimental V4 measurements (post-CNO). Indeed, the lesioned model better
predicted the measured (held-out) V4 and IT responses (post-CNO), compared to the model's non-lesioned version,
validating our approach. In the future, our approach allows us to discriminate amongst competing mechanistic brain
models, while the data provides constraints to guide more accurate alternatives.

Acknowledgements: This research was supported by the Office of Naval Research MURI-114407 (J.J.D), and by the Center for
Brains, Minds and Machines (CBMM), funded by NSF STC award CCF-1231216.

11:00 am

Distinguishing signal strength and spatial structure in fMRI pattern analyses
of human primary visual cortex

Fernando M. Ramirez! fernando.ramirez@nih.gov, Revsine Cambrial, Elisha P. Merriam1; INIMH, Laboratory of Brain
and Cognition

Multivariate pattern analyses are widely used in neuroimaging studies. But it is unclear what these analyses reveal about
neural coding. Such approaches often obfuscate the link between neural measurements and the stimulus, greatly
limiting their utility. Linear classification, a highly-popular approach, exploits the Euclidean distance among pattern
vectors. Our recent theoretical work suggests that information regarding tuning properties is best captured by angular
distances, not Euclidean distances. The goal of this experiment was to relate specific aspects of multivariate
measurements to parametrically defined dimensions of visual stimuli. We used primary visual cortex as a model system
to test the following predictions: (i) Euclidean distances conflate information regarding response amplitude and
selectivity, (ii) angular distances best reflect information about selectivity, and (iii) data demeaning—a common
preprocessing procedure—invalidates inferences regarding selectivity because it changes angular relationships among
pattern vectors. fMRI BOLD activity was measured from 5 participants (7T, 32-channel coil, 1.2x1.2x1.2 mm resolution).
Stimuli consisted of Cartesian sinusoidal gratings multiplied by flower-shaped apertures. The orientation of the “petals”
was controlled by the phase of the radial frequency (RF) used to generate the aperture. In a fully crossed experimental
design, the compound stimulus varied along three dimensions: grating orientation, contrast, and RF-phase, resulting in a
total of 96 unique conditions. We found that the Euclidean metric was sensitive to stimulus contrast and relatively
insensitive to grating orientation and aperture phase. Angular distances proved sensitive to grating orientation and
aperture phase, and robust to changes in stimulus contrast. As predicted, data demeaning led to mischaracterizations of
neural tuning. Finally, we used a biologically-inspired image-computable model to provide a theoretic account of these
observations. Our results have fundamental implications for the interpretation of MVPA, and inform the development of
data analysis strategies that are more readily interpretable in terms of the underlying neurophysiology.

Acknowledgements: This work was supported by the Intramural Research Program of the National Institutes of Health (ZIA-MH-
002909)

11:15 am

The effect of object-scene associations upon representational similarity
dissociates structured from image-based representations

Stefania Braccil-2 stefania.bracci@unitn.it, Jakob Mraz?, Astrid ZemanZ2, Gagélle Leys?, Hans Op de Beeck?; 1Center for
Mind/Brain Sciences - CIMeC, University of Trento, Rovereto, Italy, 2Laboratory of Neuro- and Psychophysiology,
Department of Neurosciences, KU Leuven, Leuven, 3000, Belgium

We live in a structured world. Some objects are most likely to appear in specific contexts: penguins in ice landscapes
and lions in the savannah. How are such statistics of the world represented in the biological and artificial brain? Two
main views can be considered: one assuming a structured representation (e.g., separating foreground from
background), another centred on image-based computations (e.g., HMAX). Previous experiments that compared
biological and artificial neural representations did not distinguish between structured and image-based representations.
The effect of this distinction becomes apparent when we consider the problem of statistical regularities. In a structured
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representation, statistical regularities between identified components can be dissociated from the representation of the
components themselves. In an image-based framework, there are no identified components and as such the coding of
statistical regularities is more entangled with the representation of the components. Here we test these alternative
perspectives with a stimulus set that includes (1) animals (on neutral backgrounds) and (2) their associated scenes,
such as ladybugs and leaves. An fMRI event-related experiment (n = 20) confirmed that representations in visual cortex
separate objects from their background; no clear representation similarity was observed for associated animals and
scenes. In pre-trained DNNs, we found a much stronger entanglement of animals and their associated scenes (e.g., a
gorilla and the jungle). This representational entanglement increased towards the last DNN layer. In sum, we show that
the nature of representations in an information processing system, being structured or more image-like, has strong
consequences for how statistical regularities are coded in such a system. Experiments that probe this nature of
representations provide a powerful illustration of the uniqueness of human information processing compared to artificial
neural networks.

11:30 am

Unsupervised object learning explains face but not animate category
structure in human visual cortex

Ehsan Tousil .2 ekahooka@uwo.ca, Marieke Murl.2:3; 1Brain and Mind Institute, Western University, 2Department of
Psychology, Western University, 3Department of Computer Science, Western University

Deep convolutional neural networks (DCNNSs) are currently the best computational models of human vision. However,
DCNNSs cannot fully explain the representation of natural object categories in high-level human visual cortex. DCNNs are
classically trained to recognize objects using supervised learning, while humans rely heavily on unsupervised learning.
Here, we test whether unsupervised learning yields an object representation that more strongly emphasizes natural
categories and better explains human brain activity than supervised learning. We trained ResNet50 on the ImageNet
database, using both supervised and contrastive unsupervised learning. For both types of learning, we characterized the
network’s internal representation of 96 real-world object images over the course of 200 training epochs. We fitted a
category model to the resulting learning trajectories using ordinary least squares to measure the strength of category
clustering for faces, animate objects and inanimate objects. We then compared the networks’ learning trajectories and
clustering strengths with the object representation in high-level visual cortex, measured with fMRI in human adult
observers. We focused our analysis on the deepest convolutional layer and used bootstrap resampling for statistical
inference. We found that the unsupervised network better explains the human object representation than the supervised
network (FDR corrected p<0.05 for 80 percent of epochs). This difference emerges relatively early in training and
increases as learning progresses. Better performance of the unsupervised network is partly driven by its ability to
discover natural face category structure in the input images. Importantly, both supervised and unsupervised models fall
short of predicting category clusters of animate and inanimate objects in the human brain data (FDR corrected p<0.05
for all epochs), suggesting that these categories are difficult to learn from static images alone. Our findings suggest that
the natural category structure in the human high-level visual cortex may arise from unsupervised learning during
development.

Acknowledgements: This work is supported by the Natural Sciences and Engineering Research Council of Canada.

11:45 am

The unreasonable effectiveness of context: Object representations are well
predicted by computational models of their natural scene contexts
Caterina Magril cmagril@jhu.edu, Michael Bonner; 1Johns Hopkins University

In natural vision, objects are always encountered in a surrounding context, and these contexts can be highly consistent
(e.g., most boats appear in aquatic scenes). Previous observations suggest that the human visual system leverages the
statistical associations between objects and contexts to facilitate object representation. What are these statistical
associations, and how much object information can be inferred from contextual associations alone? Here, we developed
a computational approach to model the statistical associations between objects and their image contexts, and we used
this approach to determine if contextual information alone can explain key aspects of human object representation.
Using large-scale scene datasets, we systematically occluded instances of target objects—Ileaving only the context
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intact—and passed the occluded images through an Imagenet-pretrained convolutional neural network (CNN) to obtain
average “context-only” representations for a diverse set of object categories. These context-only representations reflect
the information that can be learned about an object based solely on its natural image contexts. We also obtained object-
only representations using a similar approach (with context occluded). We then examined two common measurements
of human object processing: behavioral similarity judgements and fMRI responses to images of isolated objects without
contextual backgrounds. We found that both similarity judgements and fMRI responses in visual cortex were well
predicted by our context-only representations and that these effects were competitive with those of the object-only
representations. The fMRI effects for context-only representations were observed in both object-selective (LO, pFs) and
scene-selective (PPA, OPA) regions. These findings are striking because the stimuli in both the behavioral and fMRI
experiments were isolated objects without contextual backgrounds, and yet the responses to these objects could be
explained by CNN representations of their contexts alone. Together, these findings suggest that object representations
in the human brain are shaped by the statistical regularities of their natural image contexts.
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10:30 am

Estimating decision time in perceptual decision making
Ying Lin1.2, Duje Tadinl.2; 1University of Rochester, 2Center for Visual Science

Decision-making research almost exclusively relies on reaction times (RT) to estimate decision time. RTs, however, also
capture processes not involved in determining decisions (perceptual encoding and motor planning) and necessitate the
use of models such as the drift-diffusion model (DDM; Ratcliff & McKoon, 2008) to estimate decision time. Here, we
report experiments that support a more direct measure of perceptual decision time: duration threshold, defined as the
shortest stimulus presentation duration sufficient to accurately make a perceptual decision. First, we conducted both RT
and duration threshold experiments with a widely used task in the perceptual decision-making literature, the random dot
motion task (Newsome & Pare, 1988; Roitman & Shadlen, 2002; Hawkins et al., 2015). Twelve participants completed
both experiments for six coherence levels (10%-100%). We found that the pattern of duration thresholds over motion
coherences closely followed the pattern of DDM-derived decision times and coherence-dependent changes in DDM drift
rate. Second, we tested the generalizability of the duration threshold approach using a static orientation discrimination
task (N=12) with 8 contrast levels (2.1%-100%). We found that contrast affected performance in a different way than
coherence. However, once again, duration thresholds demonstrated a similar pattern as DDM-derived decision times.
Lastly, we examined our overall hypothesis in the context of a more complex phenomenon: surround suppression. We
used a motion direction discrimination task consisting of two contrasts and three sizes. Participants (N=8) showed
elevated duration thresholds for large, high contrast stimuli, replicating previous results of contrast-dependent surround
suppression (Tadin et al., 2003). Notably, DDM-derived decision times and not the overall RTs exhibited this contrast-
dependent surround suppression. In summary, we show a close correspondence between DDM-derived decision times
and duration thresholds in three separate experiments. Evidently, duration thresholds can be used as a direct estimate
of perceptual decision time.

10:45 am

Flexible goals require that inflexible perceptual systems produce veridical
representations: Implications for realism as revealed by evolutionary
simulations

Marlene Berkel marlene.berke@yale.edu, Robert Walter-Terrilll, Julian Jara-Ettinger?, Brian Scholll; lYale University

How veridical is perception? Rather than representing objects as they actually exist in the world, might perception
instead represent objects only in terms of the utility they offer to an observer? Previous work employed evolutionary
simulations to show that under certain assumptions, natural selection favors "strict interface" perceptual systems that
represent objects exclusively in terms of subjective utility. These simulations showed that interface perceptual systems
regularly drive "veridical" systems (those that represent objects in terms of their ground-truth, observer-independent
properties) to extinction. This view has fueled considerable debate, but we think that discussions so far have failed to
consider the implications of two critical aspects of perception. First, while previous simulations have explored single
utility functions, perception must always serve multiple largely-independent goals. (Sometimes when looking at an apple
you want to know how appropriate it is for eating, and other times you want to know how appropriate it is for throwing.)
Second, perception often operates in an inflexible, automatic manner -- proving 'impenetrable’ to shifting higher-level
goals. (When your goal shifts from 'eating' to 'throwing', your visual experience does not dramatically transform.) These
two points have important implications for the veridicality of perception. In particular, as the need for flexible goals
increases, inflexible perceptual systems must become more veridical to meet that need. We support this position with
evolutionary simulations showing that as the number of independent utility functions increases, the distinction between
'interface’ and 'veridical' perceptual systems dissolves. Under one utility function (or one inflexible goal), our simulations
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replicate previous findings that favor interface systems, but under multiple independent utility functions, we find that
veridical systems are best able to accommodate multiple goals. Although natural selection evaluates perceptual systems
only in terms of fitness, the most fit perceptual systems may nevertheless represent the world as it is.

Acknowledgements: This project was funded by ONR MURI #N00014-16-1-2007 awarded to BJS, and by an NSF Graduate
Research Fellowship awarded to RWT.

11:00 am

What do distinct parietal neural responses for face and motion
discrimination tasks reveal about the mechanisms of the decision-making
process?

Gouki Okazawal okazawa@nyu.edu, Christina Hatch?, Allan Mancoo?, Christian Machens?, Roozbeh Kianil; INew York
University, 2Champalimaud Centre for the Unknown

The firing rate of macaque lateral intraparietal (LIP) neurons encodes the decision variable (DV) for perceptual decisions
reported through saccadic eye movements in a random dot direction discrimination task (Shadlen & Newsome, 2001). In
circuit models for these decisions, neural ensembles that encode actions compete to form decisions. Consequently, DVs
are represented as partially enabled action plans, where ensembles increase their average responses for stronger
evidence supporting their preferred actions. As another consequence, DV representation and readout are implemented
similarly for different inputs and task contexts when decisions are communicated through the same actions. Here, we
examined these assumptions by comparing LIP responses between the motion discrimination task and a novel face
discrimination task. Unlike in the motion task, average LIP firing rates during face discrimination were lower for stronger
stimuli supporting the preferred saccade target of the recorded neurons, contradicting existing theories. This marked
difference in average responses, however, did not indicate different underlying computations between the tasks;
population response patterns in both tasks monotonically encoded the DV on a curved manifold in the state space,
representing the integration of sensory evidence. This curved manifold rotated and shifted in a task-dependent manner,
leading to the opposing trends of average firing rates in the two tasks. These newly discovered properties of LIP activity
are not explained by existing circuit models, necessitating development of new models that incorporate task-dependent
computations. Furthermore, the curvature of manifold encoding the DV was not limited to LIP; similar curved manifolds
were discovered in the lateral and medial frontal cortical regions. This indicates a ubiquitous computational mechanism
across the frontoparietal regions that underlies the observed geometry of the DV encoding.

Acknowledgements: We thank the following grant supports: NIH Grant RO1IMH109180; Sloan Fellowship; McKnight Scholar
Award; Charles H. Revson Foundation; Japan Society for the Promotion of Science

11:15 am

Prediction of visual attention in embodied real-world tasks
J. Alex Harston? j.harston17@imperial.ac.uk, Chaiyawan Auepanwiriyakull, Aldo Faisall; 1imperial College London

Understanding how we dynamically distribute our visual attention in real-world environments remains a hard
computational problem, due to the complexity of the relationship between natural visual behaviour, task and motor
actions. Shifting focus from classical static gaze behaviour experiments, where subjects perform reductionist, head-fixed
screen-viewing tasks in front of monitors, to a more dynamic view of real-world tasks requires taking into account
ecologically salient features like motion cues, optic flow, and gaze object semantics. To address this, healthy right-
handed subjects (n=9, aged 22-28) were given a common neurorehabilitative rubric, and asked to perform a
hierarchical, goal-directed task (cooking a predefined meal), whilst wearing synchronised wireless head-mounted eye-
tracking glasses and a 66 degree-of-freedom full-body motion tracking suit. We developed three deep autoregressive
models for modelling this gaze/body kinematics relationship in PyTorch, using 1) prior gaze alone to predict future gaze
direction, 2) a model combining prior gaze and body kinematics as exogenous input to predict gaze, and 3) a linear
regression model from body kinematics to gaze. Model training was validated in both open loop with known current gaze
position, and closed loop using progressively more predicted values in a sliding window for multi-step-ahead prediction,
with leave-one-section-out and leave-one-subject-out cross-validation for in- and cross-subject comparison. Predictive
performance averaged 0.08 RMSE (open-loop), and 0.06 RMSE at ~2s (closed-loop). Through our model comparisons
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we found that incorporating body dynamics minimised gaze prediction error over longer rollahead timescales of 3s than
using just prior gaze data alone. In real-world tasks we can utilise body kinematics to predict gaze on a second-by-
second basis, without any visual context. This combination of bottom-up visually-derived saliency and top-down task-
centric kinematics-derived saliency may improve further prediction performance and allow us to uncover the
mechanisms of interaction.

Acknowledgements: EPSRC

11:30 am

Neural signatures of confidence after the completion of a perceptual
decision

Tarryn Balsdon?, Pascal Mamassian?, Valentin Wyart2; 1Ecole Normale Superieure & CNRS, 2Ecole Normale
Superieure & INSERM

Feelings of confidence in our perceptual decisions allow us to learn from and communicate the validity of our choices.
Confidence should reflect the quantity and quality of evidence used to make perceptual decisions. However, confidence
can also benefit from additional information not used by the perceptual system, or can suffer from additional noise. Here
we sought to examine the neural computations associated with confidence evaluation and contrast them to those for the
processing of the perceptual decision. We used a paradigm in which observers naturally tend to commit to perceptual
decisions early, whilst continuing to monitor additional evidence for evaluating their confidence (Balsdon, Wyart, and
Mamassian, 2020, Nat Commun). On each trial, observers were presented with a sequence of Gabor patterns and had
to choose which orientation category they belonged to. The two categories were defined by overlapping circular
Gaussian distributions centred on orthogonal orientations, such that observers must accumulate evidence over multiple
uncertain stimuli to make accurate decisions. We traced the neural representation of accumulated evidence for
decisions and confidence based on dynamic patterns of electrical brain activity using EEG. While the orientation of each
Gabor pattern produced a transient occipital response, the informativeness of each Gabor and the accumulated
perceptual evidence were associated to more sustained responses in parietal and frontal regions. The distribution of
spectral power overlying motor cortex betrayed early commitments to perceptual decisions, and the neural
representation of accumulated evidence used to make decisions was attenuated following these early commitments.
However, observers continued to monitor the evidence for making confidence judgments after committing to the
perceptual decision. We isolated spatiotemporal clusters of neural activity reflecting accurate confidence evaluation, in
particular, in orbitofrontal and superior parietal cortices. Together, these results provide direct empirical evidence of the
theoretical dissociation between the computations of perception and confidence.

Acknowledgements: This project was supported by funding from Labex (ANR-10-LABX-0087 IEC), INSERM (Inserm U960), the
CNRS (CNRS UMR 8248) and in part by ANR-18-CE28-0015 grant ‘VICONTE".

11:45 am

Criterion attraction in an external-noise paradigm
Dobromir Rahnev?!; 1Georgia Institute of Technology

Humans often have to use different decision criteria in different tasks such as when detecting a mosquito against a white
versus a patterned wall. However, it is debated whether people can maintain independent criteria for different tasks.
Early work uncovered suboptimal biases when multiple tasks are performed simultaneously, and concluded that in such
situations people inadvertently use the same decision criteria across different perceptual tasks. On the other hand, these
studies could not measure the criterion location directly and more recent work has questioned whether the same criteria
are indeed used across different tasks. To resolve this debate, here we develop a new external noise paradigm that can
objectively quantify criterion location across two tasks that optimally require very different criteria. Twenty-eight
participants judged which of two overlapping distributions generated full-contrast stimuli of varying orientations. Critically,
we included two different experimental conditions. In the Low Variability condition, the two distributions had similar
means and low standard deviations (SDs), whereas in the High Variability condition, the distributions had dissimilar
means and high SDs. The means and SDs in the two conditions were proportionate so that the tasks were equally
difficult. Participants indicated the confidence in their responses and we examined whether the criteria for confidence
were independent in the two conditions. We found strong evidence of “criterion attraction” where the criteria across the
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two conditions moved towards each other but did not become identical. On average, the criteria in each condition shifted
by 24% with this effect appearing in every single participant. The criterion attraction led to a large and consistent
confidence-accuracy dissociation in the absence of reaction time differences between the conditions. These results unify

the seemingly disparate findings in the literature and establish a robust way of inducing dissociations between subjective
and objective performance.

Acknowledgements: This work was supported by the National Institute of Health (award: RO1MH119189) and the Office of Naval
Research (award: NO0014-20-1-2622).
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Cortical Hierarchy and Computation
Wednesday, May 26, 1:00 - 2:30 pm EDT, Talk Room 1 Join Zoom Webinar

Moderator: Talia Konkle, Harvard

1:00 pm

Uncovering the circuit mechanisms that shape contextual phenomena with
task-optimized recurrent neural networks

Drew Linsley! drew_linsley@brown.edu, Lakshmi Govindarajan, Thomas Serrel; 1Brown University

Neurons in visual cortex are sensitive to context. Neural responses to stimuli presented within their classical receptive
fields (CRFs) are modulated by the presence of other stimuli — in their CRF and their surrounding extra-classical
receptive field (eCRF). While these effects have been extensively studied since the inception of visual neuroscience, the
circuit mechanisms that shape them and their role in visual perception are not yet understood. We start from the
recurrent neural network by Serre et al. (VSS 2020) which can be optimized on visual tasks to implement hierarchical
contextual interactions through horizontal (within a layer) and top-down connections (between layers). When optimized
for object segmentation, the model rivals human performance and exhibits CRF and eCRF phenomena associated with
primate vision, despite having no explicit constraints to do so. With this model, we ask (i) how CRF and eCRF
phenomena relate to task performance and (ii) what circuit mechanisms are necessary for their emergence. First, in
order to achieve human-level performance along with CRF and eCRF phenomena, a model must learn to implement
divisive operations, like shunting inhibition, through its horizontal and top-down connections. Critically, models are only
able to learn to do this when they are trained on images with intact semantic-level features. This means that task
performance, CRF, and eCRF phenomena are a consequence of horizontal and top-down connections optimized for
parsing natural scenes. We validated this finding by developing a procedure for generating contextual stimuli from
optimized models. Models that exhibit CRF and eCRF effects can generate stimuli causing lightness- or tilt-illusions for
humans. These effects are concomitant with spatially distinct near-excitatory vs. far-inhibitory eCRFs in the model,
resembling the long-speculated spatial arrangement of primate visual cortex. Overall, our work demonstrates how
recurrent circuitry and visual statistics combine to cause both human-level performance and neural biases.

Acknowledgements: Funding provided by ONR grant #N00014-19-1-2029 and the ANR-3IA Artificial and Natural Intelligence
Toulouse Institute. Additional support from the Brown University Carney Institute for Brain Science, Initiative for Computation in
Brain and Mind, and Center for Computation and Visualization (CCV).

1:15 pm
A two-stage model of V2 demonstrates efficient higher-order feature

representation

Timothy D. Oleskiwl.2 oleskiw@nyu.edu, Ruben R. Diaz-Pacheco3, J. Anthony Movshonl, Eero P. Simoncellil.2; INew
York University, 2Flatiron Institute, 3Commonwealth Fusion Systems

A distinguishing feature of neurons within cortical area V2 is selectivity for higher-order visual features beyond the
localized orientation energy conveyed by area V1. Recently physiology has shown that while single units in area V1
respond primarily to the spectral content of a stimulus, single units in V2 are selective for image statistics that distinguish
natural images. Despite these observations, a description of how V2 can achieve higher-order feature selectivity from V1
outputs remains elusive. To study this we consider a two-layer linear-nonlinear network mimicking areas V1 and V2.
When optimized to detect a subset of higher-order features, fitted model V2-like units perform computations that
resemble localized differences over the space of V1 afferents, computing relative spectral energy within and across the
V1 tuning dimensions of space, orientation, and scale. Interestingly, we find these model fits bear strong qualitative
resemblance to models trained on data collected from single units in primate V2, suggesting that some V2 neurons are
ideal for encoding higher-order features of natural images. Interestingly, it is known that cortical neurons, such as those
of V1, exhibit sparse (heavy-tailed) response distributions to natural images, a fact that is believed to reflect an efficient
image code. Indeed these idealized V2-like units exhibit sparsity, similar to what is seen in model V1 populations. What
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we show here is that sparseness itself can encode image content: classifiers trained to detect higher-order image
features from a population readout of response sparsity are significantly more efficient when using V2-like units than
comparable V1-like populations, requiring fewer observations to achieve the same classification accuracy. Thus, we
show that differences over V1 afferent activity yield efficient mechanisms for computing higher-order visual features,
providing a justification for receptive field structures observed in neurons within primate area V2.

Acknowledgements: NIH EY022428, Simons Foundation

1:30 pm

Wiring minimization of deep neural networks reveal conditions in which
multiple visuotopic areas emerge

Dina Obeid?! dinaobeid@seas.harvard.edu, Talia Konklel; THarvard University

The visual system is characterized by multiple mirrored visuotopic maps, with each repetition corresponding to a
different visual area. In this work we explore whether such visuotopic organization can emerge as a result of minimizing
the total wire length between neurons connected in a deep hierarchical network. In particular we ask, given N neurons
with a given connectivity and a 2-d grid with N locations, how will the neurons be placed on the grid such that the total
distance between the connected neurons is minimized? This problem is an NP-hard combinatorial problem which we
solve using simulated annealing. We first construct multi-layer feedforward hierarchical networks, and examine how
different parameters of the network such as filter size, number of channels, and stride affect the placement of the
neurons on the grid. By introducing visual input to the network we can visualize the resulting visuotopic organization on
the 2-d grid. Our results show that networks with purely feedforward connectivity typically result in a single visuotopic
map, and in certain cases no visuotopic map emerges. However, when we modify the network by introducing lateral
connections, with sufficient lateral connectivity among neurons within layers, multiple visuotopic maps emerge, where
some connectivity motifs yield mirrored alternations of visuotopic maps—a signature of biological visual system areas.
These results demonstrate that different connectivity profiles have different emergent organizations under the minimum
wiring hypothesis, and highlight that characterizing the large-scale spatial organizing of tuning properties in a biological
system might also provide insights into the underlying connectivity.

1:45 pm

A computational framework for reconstructing mental representations of
natural visual concepts

Laurent Caplettel laurent.caplette@yale.edu, Nicholas B. Turk-Brownel; 1yale University

Revealing the features of mental representations is a longstanding goal of cognitive psychology. Although progress has
been made in uncovering some low-level representations, there is currently no general framework for investigating
representations of high-level visual concepts. We developed a computational method to parametrically map points in the
semantic space of category labels to points in the space of visual features, allowing us to reconstruct the representations
of many common visual concepts. Specifically, we synthesized “CNN-noise” images from random features in an
intermediate layer of a convolutional neural network (CNN) and asked 100 observers to indicate what they saw in each
image. We translated their written responses to vectors in a continuous space using a semantic embedding. We then
used regressions to uncover how each CNN feature correlated to each dimension in this semantic space. Using this
semantic-visual mapping, we could extract the CNN features associated with any concept. From these features, we
could then synthesize an image to visualize the concept’s prototypical representation. We assessed the quality of these
reconstructions (e.qg., “grass”, “dog”, “night”) in a separate behavioral validation experiment with 35 observers: 252 of
350 reconstructions were recognized significantly better than chance, suggesting that our method succeeded in
visualizing mental representations. We then assessed whether we could predict the semantic content perceived by
observers in held-out CNN-noise images: we were able to generate labels closer to the true labels than labels generated
by the CNN. Our model also explained similarity judgments of written visual concepts better than the semantic
embedding. Finally, it explained unique variance in object representations from high-level visual cortex in fMRI, further
suggesting that we captured the structure of mental representations. In conclusion, we developed a computational
framework to integrate visual features and semantic dimensions, allowing us to reveal the features and structure of
visual representations.
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Acknowledgements: Funding: NSF CCF 1839308 and FRQNT Postdoctoral Scholarship (Canada)

2:00 pm

Organizational motifs of cortical responses to objects emerge in
topographic projections of deep neural networks

Fenil Doshil fenil_doshi@fas.harvard.edu, Talia Konklel; 1Harvard University

Visual system responses to object images have a systematic topography along the two-dimensional cortex, with
selective regions for faces and places located meaningfully within a larger weaker organization of animacy and object
size. Interestingly, standard deep convolutional neural networks do not have explicit topography or category-specialized
mechanisms, but nonetheless learn feature tuning that has a significant correspondence with neural responses. Here we
developed a method to explore the implicit topography within these deep neural network representations, by smoothly
mapping the learned feature spaces with a simulated two-dimensional cortex trained using self-organizing principles. We
projected a 20x20 grid of map units into the 4096-dimensional feature space of the FC6 layer of object-trained AlexNet,
where nearby units on the map have similar tuning. This simulated cortex reflects a smooth spatialized representation of
the data manifold in this layer, while still capturing much of the representational geometry of the original deep net layer
(r=0.67). Next, we calculated the simulated cortical responses to several localizer image sets. We found a large-scale
organization of animate vs inanimate response preferences. Further, clusters of face-selective and place-selective units
were evident, even though the object-trained Alexnet wasn’t optimized with specialized mechanisms for these
categories. As in the human brain, these emergent face regions were within animate preferring zones, while place
regions were generally within inanimate zones. Finally, these results were not obtained in randomly initialized
projections. Overall, these topographic projections reveal that some of the known large-scale organizational motifs of
tuning properties across the human occipitotemporal cortex are implicit in the representational structure learned by deep
convolutional neural networks. Broadly, this work provides evidence that the entire object-selective cortex may reflect a
smoothly mapped, integrated feature space (Prince & Konkle, 2020), and introduces a new method to link hypothesized
representational spaces and spatialized cortical responses.

Acknowledgements: NSF CAREER: BCS-1942438

2:15 pm

Deep neural network models of visual cortex reveal curvature and real-world
size as organizing principles of mid-level representation

Shi Pui Lil shipui2005@hotmail.com, Michael Bonner?; 1Johns Hopkins University

Mid-level visual features directly support an array of behaviors; thus, they may be critical for understanding the functional
organization of visual cortex. However, attempts at characterizing mid-level features have been hampered by the
difficulty of describing these features in words—they exist in an “ineffable valley” between the describable patterns of
low-level vision (e.g., edges) and the commonsense concepts of visual cognition (e.g., objects). Here we developed a
novel approach to identify interpretable emergent properties of mid-level representations in deep neural network (DNN)
models of visual cortex. Using this approach, we examined DNN models that were fit to scene-evoked fMRI responses
in category-selective regions of visual cortex—specifically, scene-selective cortex (sceneDNN) and object-selective
cortex (objectDNN). Our method uses a semantically-guided image-occlusion procedure to systematically characterize
how DNN activations are driven by the classes of objects within a scene. We examined the relationship between mid-
level features and several object properties that have previously been associated with response preferences in visual
cortex: curvature, real-world size, animacy, naturalness, and spatial stability. We found that while mid-level features
appear complex and difficult to describe at a surface level, large-scale computational analyses can reveal a latent
underlying relationship to interpretable object properties. Specifically, we found that the mid-level representations of the
sceneDNN support a latent preference for objects that are boxy and large in real-world size. In contrast, mid-level
representations of the objectDNN support a complementary preference for objects that are curvy and small in real-world
size. These effects were robust to variations of model hyperparameters and were reproducible across different DNN
models. Our findings show that curvature and real-world size are emergent organizing principles of mid-level visual
representation, and they suggest that differences in mid-level feature tuning may be critical for understanding the
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organization of visual cortex into category-selective patches.
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Face Perception: Psychophysics
Wednesday, May 26, 1:00 - 2:30 pm EDT, Talk Room 2 Join Zoom Webinar

Moderator: Galit Yovel, Tel Aviv

1:00 pm
[llusory faces are more likely to be perceived as male than female
Sanika Paranjapel, Susan G. Wardlel, Jessica Taubertl, Chris I. Bakerl; INational Institutes of Health

Face pareidolia is the phenomenon of perceiving illusory faces in inanimate objects. lllusory faces have recently been
shown to engage similar neural mechanisms to real faces in the human brain (Wardle et al., 2020). To understand
whether illusory faces also recruit higher-level mechanisms involved in face evaluation, we ran a series of large-scale
behavioral experiments through Amazon Mechanical Turk (N = 2,878). We collected 256 images containing naturally
occurring illusory faces in a variety of objects (e.g. potatoes, purses, and peppers), which participants rated on a number
of dimensions. We found that illusory faces are readily perceived to have a specific emotional expression and age—
most often happy and young. However, our most striking result revealed a strong gender bias, in which illusory faces
were much more likely to be perceived as male than female. This male bias was replicated in three separate
experiments, and was consistent across participants, gender of the rater, and a wide range of illusory face images
presented either in color or grayscale. In control experiments, we found no evidence for a bias in the number of male
versus female responses given to carefully matched object images (similar to the illusory face images but without a face)
or object names (text labels) that corresponded to the objects in the illusory face images. Thus, this robust male bias for
illusory faces could not be explained by pre-existing visual or semantic gender associations with the objects in these
examples, and appears to be driven by the perception of the illusory face itself. This bias in the perception of gender for
illusory faces indicates that our face evaluation system is broadly-tuned and suggests that the features that are sufficient
for face detection are not generally sufficient for the perception of "female".

Acknowledgements: This research was supported by the Intramural Program of NIMH — ZIAMH 002909.

1:15 pm
Two faces of holistic face processing

Haiyang Jinl haiyang.jin@nyu.edu, Luyan Ji2:3, Olivia S. Cheung?, William G. Hayward3; 1Department of Psychology,
New York University Abu Dhabi, 2Department of Psychology, Guangzhou University, 3Department of Psychology,
University of Hong Kong

People tend to process multiple facial parts together as a perceptual gestalt. This holistic face processing is usually
measured by three popular paradigms: part-whole task (PW; Tanaka & Farah, 1993), standard composite face task
(SCF; Hole, 1994; Rossion, 2013), and complete composite face task (CCF; Richler & Gauthier, 2014). Yet, the specific
aspects of holistic processing they are testing remain unclear, since these paradigms do not appear to measure the
same construct (e.g., Rezlescu, Susilo, Wilmer, & Caramazza, 2017). We propose that one way these paradigms can be
conceptualized is in how they demonstrate the influence of holistic processing: facilitation or interference. In the PW, the
same irrelevant facial parts facilitate identification performance for target parts. In the SCF, changing the bottom facial
halves interferes with the recognition of aligned top halves. In the CCF, the irrelevant facial halves in congruent and
incongruent trials facilitate and interfere with the processing of aligned target halves, respectively. In our study, we
inspected both facilitation and interference effects in the CCF, and their dependency on target positions and cueing
target probabilities. Thirty-two participants completed the CCF with cues in Experiment 1. In addition to observing the
composite face effects, facilitation was observed for both top and bottom facial halves, while interference was only found
for the top halves. Another thirty-two participants were recruited in Experiment 2, where the probability of cueing the top
(25%/75%) was manipulated. Facilitation was observed for top halves when cueing top probability was high, whereas
interference was observed for top halves regardless of cueing top probabilities. These results suggest that the two faces
of holistic face processing, facilitation and interference, are not symmetric effects. As such, these findings help explain
why the PW (facilitation) and the SCF (interference) tasks may show divergent effects.

V-VSS 2021 Program 143


https://zoom.us/j/92628995288?pwd=NVpkUUNaTzF0SHFzVWMyM2w0REJFZz09
mailto:haiyang.jin@nyu.edu?subject=Your V-VSS 2021 Talk - Two faces of holistic face processing

Acknowledgements: This work was funded by a grant (HKU17608519) from the General Research Fund of the Hong Kong
Research Grants Council to William G. Hayward.

1:30 pm
The power of labels: Conceptual similarity influences face identity decisions
Tal Honig! honig@mail.tau.ac.il, Galit Yovell; 1Tel Aviv University

It is commonly assumed that face identity is determined by visual properties of the face. However, in real life faces are
typically learned together with non-facial information that is unique to each identity and can aid identification (e.g., voice,
episodic information, semantic information). Here we hypothesized that conceptual similarity between different face
images may influence identity decisions beyond their perceptual similarity and objective identity. To test this hypothesis,
participants learned pairs of same and different identity faces. All faces were rated for perceptual similarity by an
independent group of participants. Conceptual similarity was manipulated by presenting same and different identity
faces with the same or different name labels or no labels during learning. During test, participants were presented with
the learned face pairs and made similarity decisions as well as identity decisions about each pair of faces. Findings
show higher proportion of same identity decisions for faces presented with the same label and lower proportion of same
identity decisions for faces presented with different name labels relative to non-labeled faces, indicating a strong effect
of conceptual similarity on identity decisions. Performance level that was based only on perceptual similarity was
relatively low. However, labels significantly influenced performance level. Labels that were congruent with face identity
improved identity decisions, whereas labels that were incongruent with face identity significantly impaired identity
decisions. We conclude that perceptual similarity determines identity decisions when no additional information is
provided, but may lead to relatively low identification rates. When information about conceptual similarity is provided, it
significantly influences identity decisions beyond perceptual similarity and the objective identity of the face. These
findings indicate that face identification that is based on perceptual information alone is relatively poor. Conceptual
information provides an additional source of information that can improve face identification.

1:45 pm
To Each Their Own: Measuring Familiarity for Face Images
Y. Ivette Colénl ycolon@wisc.edu, Emily J. Ward?; 1University of Wisconsin - Madison

Familiarity for never-before-seen faces is a phenomenon tied to both visual perception and personal experience (Lyon,
1996). Can face images be intrinsically familiar? If so, can familiarity be measured consistently? We obtained three
measures of familiarity for 100 hyper-realistic, GAN-generated faces, and examined the correspondence in responses
among participants and among tasks. Our first task captured memaorability (accurate recognition of something previously
seen; recognition hit rate, Bainbridge et al., 2016) and familiarity (false recognition of something not previously seen;
false alarm rate). However, false alarm-based quantification of familiarity alone is likely more conservative than our
typical experiences of familiarity. Therefore, in a second task, we measured familiarity using an untimed forced-choice
task in which a new group of participants chose the "more familiar" face in random pairs of faces. The resulting score for
each face across participants serves as its familiarity score. Finally, in a third task, we aimed to capture the subjective
nature of familiarity for individual faces by having a third group of participants rate faces on a sliding scale between "Not
at all familiar" and "Extremely familiar". To establish the reliability among participants in their familiarity judgements, we
computed Kendall ranked correlations between image rankings (by familiarity score) for 100 split-halves of the data for
each task. We found widespread variability in image rankings (Exp.1 mean tau=0.07, Exp.2=0.01, Exp.3=0.04). We
calculated the consistency of participant responses relative to population responses using logistic regression to predict
familiarity scores and found varying levels of agreement by participant. Finally, we computed a Kendall correlation for
image rankings between tasks and found no significant correlation. The lack of correspondence in responses among
participants and tasks suggests that “familiarity” is likely not an intrinsic property of faces and that experimental
measures may fail to capture our everyday experience of face familiarity consistently.

Acknowledgements: McPherson Eye Research Institute
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2:00 pm
Facial Expressions Reveal Cross-Cultural Variance in Emotion Signaling

Chaona Chen! chaona.chen@glasgow.ac.uk, Oliver G. B. Garrod2, Robin A. A. Ince2, Philippe G. Schynsl.2, Rachael E.
Jackl:2; 1School of Psychology, University of Glasgow, Scotland, UK, 2Institute of Neuroscience and Psychology,
University of Glasgow, Scotland, UK

Facial expressions of emotion are widely considered to be universal. However, mounting evidence now shows that gold-
standard facial expressio-n stimuli are not recognized across cultures, suggesting cross-cultural variance in facial
expression signals. Yet little is known about how facial expressions vary across cultures due to their complexity as
dynamic signals. Here, we address this question using a novel data-driven method and an information-theoretic analysis
to precisely identify similarities and differences in facial expressions of emotion. First, we modelled dynamic facial
expressions of the six classic emotions — happy, surprise, fear, disgust, anger and sad — in two cultures — Western
European and East Asian — using reverse correlation. On each experimental trial, we generated a random facial
animation composed of a random sub-set of individual face movements called Action Units (AUs), each with a random
movement. Participants (120 total; 60 Western European, 31 females, mean age 22 years; 60 East Asian, 24 females
mean age 23 years) categorized 2400 such facial animations according to the six emotions, otherwise selecting ‘other.’
Next, we derived facial expression models of each emotion and for each participant by measuring the statistical
relationship between the dynamic AUs on each trial and the participant’s responses using Mutual Information (MI, FWER
p < 0.05). Finally, we used Ml to precisely identify the AUs that are culture-specific — e.g., in disgust, Nose Wrinkler
(AU9) is Western-specific; Lip Stretcher (AU20) is East Asian-specific — and those that are cross-cultural — e.g., smiling
(AU12-6) in happy, wide-open eyes (AU5) and mouth (AU27) in surprise. Our results reveal for the first time the specific
cultural variances in facial expressions of emotion, thereby advancing knowledge of human facial expression
communication and identifying potential sources of cross-cultural communication breakdown.

Acknowledgements: REJ: European Research Council[75858], Economic & Social Research Council[ES/K001973/1]; CC:
Chinese Scholarship Council[201306270029]; PGS: Multidisciplinary University Research Initiative/Engineering & Physical
Sciences Research Council[172046-01]; RAAI/PGS: Wellcome Trust [214120/2/18/Z; 107802]

2:15 pm
Using contrast energy to predict access to awareness of emotional faces
Sjoerd Stuit! s.m.stuit@uu.nl, Chris Paffenl, Stefan Van der Stigchell; 1Utrecht University

Faces with emotional expressions attract and hold visual attention more than neutral expressions. Moreover, emotional
faces are thought to have prioritised access to visual awareness. Images of facial expressions differ on many image
properties, however, which poses a problem for interpretation. Since any low-level difference between image conditions
is a valid candidate to explain any assumed cognitive effects, accounting for these differences between images is
crucial. Here we set out to find the image-features of expressive faces that affect their access to awareness. In the
current experiment, we presented two face images expressing anger, happiness or a neutral expression to the left and
the right of fixation to one eye while dynamic masks were presented to corresponding locations of the other eye.
Participants reported which of the two faces was perceived first. Consistent with previous literature, results show that
happy expressions have prioritised access to awareness. More importantly, using a combination of machine learning
and feature selection methods, we show that utilising contrast energy differences between the two simultaneously
presented images allows us to predict which expression will be perceived first. Interestingly, the contrast energy that
allows us to predict prioritised access to awareness is not the same as the contrast energy that allows us to decode
image category (i.e. anger or happy). To our knowledge, we are the first to show that the race for access to awareness
between two images can be predicted using feature selection and machine learning methods. Moreover, we show that
the image features that predict relative access to awareness are not the same as those that define the facial expressions
used in our task. This suggests that image properties that determine access to awareness are not reflecting the
expression of a face.
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Visual Memory: Working, long-term 1

Poster Session A > Visual Memory: Working, long-term 1 > Poster Al

Classification images reveal uniform decay of facial feature information in visual
working memory

View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
Crista Kuuramo? (crista.kuuramo@helsinki.fi), Jussi Saarinen?, limari Kurkil; TUniversity of Helsinki

For humans, it is crucial to efficiently store facial information in visual working memory (VWM). Here we use
psychophysics and a new variant of classification images (Cl) to study 1) what are the critical facial features stored in
VWM and 2) how these representations change in the course of forgetting. We used the same-different task, where
subjects first memorized a face (the memory stimulus), followed by a blank screen lasting either 500 or 4000
milliseconds (the retention time). Then a morphed face (the retention stimulus) was presented, and subjects responded
whether the faces were the same or different. In the morphing process for face stimuli, we independently morphed the
faces for 12 different face features (e.g. eyes, nose, mouth) towards the mean face, which was an average morph over
all face stimuli. Retention stimuli morphs were generated by adding random jitter for each facial feature towards the
mean face, making them locally less characteristic. In “same” trials low-variance jitter was added to the retention
stimulus. In “different” trials we sampled the jitter from a high-variance distribution, making the retention stimulus appear
on average more different from the memory stimulus. Then we estimated decision weights for each facial feature with
Cls. The weights show how strongly information in each feature contribute to memory-based decisions. Cls were
estimated using a regression model, where the difference in randomized feature jitter values in the two stimuli predicted
subjects’ responses. Thus, these Cl weights indicate how much information subjects extracted from each facial feature
in the memory task. The Cls revealed large weights for eyes and mouth in both retention times. However, Cl weights
were uniformly smaller in the longer retention time: forgetting seems not to change the set of facial features stored in
memory representations. Instead, forgetting may cause uniform decay in all features.

Acknowledgements: This research is supported by Jenny and Antti Wihuri Foundation.

Poster Session A > Visual Memory: Working, long-term 1 > Poster A2

Using Visual Memory Schemas for Modulation of Image Memorability
View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
Cameron Kyle-Davidson?! (ckd505@york.ac.uk), Adrian G. Bors2, Sophie Skelton3, Karla K. Evans#; 1University of York

Image memorability can be defined as a combination of intrinsic characteristics of the image itself and the degree of its
correspondence to the human observer’s knowledge structure of the world. Understanding and extracting the image
features that contribute to memorability is still a challenge. Advances in computational techniques have allowed for
interpreting what makes an image memorable, in addition to predicting the memorability of a given image. Visual
memory schemas (VMS) are one such operationalization that defines image memorability as two-dimensional
memorability maps that capture the most memorable regions of the scene, predicting with a high degree of consistency
human observer’s memory for the same images. These maps correlate with mental schemas employed by humans to
encode visual memories. Here we ask whether it is possible not only to predict but also modulate human memaory with
artificially generated images. We developed a computational approach based on deep learning models for estimating
and enforcing the VMS maps when generating realistic high-resolution images. The generated images are high and low
memorability pairs of images, where the only difference between images is a variation in the continuum of VMS-defined
memorability. We then conducted a recognition memory experiment, where human observers are shown sequences of
artificially generated images and are asked to indicate if they have seen a given image before. The observers show a
significantly superior memory for the highly memorable images compared to poorly memorable images, for VMS-defined
memorability and hit rate. Raising memorability of an image also increased the chance of it being falsely remembered,
mirroring findings from visual memory schema experiments that employ real images. Implementing and testing a
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construct from cognitive science allows us to generate realistic images whose memorability we can manipulate at will as
well as providing a tool for further study of mental schemas in humans.

Poster Session A > Visual Memory: Working, long-term 1 > Poster A3

Expectations about the number of task-relevant objects gate attentional access to
working memory

View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
Alon Zivony! (alonzivony@gmail.com), Martin Eimer?; 1Birkbeck, University of London

In dynamic environments, encoding information in working memory (WM) depends on allocating attention to the relevant
object at the right time. In rapid serial visual presentation (RSVP) tasks, failures in attentional selectivity are frequently
observed when a target is followed by a potentially reportable distractor. However, in tasks with two targets, accuracy for
both targets is typically high when they are presented in immediate succession (lag-1 sparing). To account for this
disparity, we tested whether expectations about the number of targets in RSVP streams gates their access to WM.
Colored target digits were embedded among grey letters and digits in two lateralized RSVP streams. The first target was
followed either by a grey digit, or a second target (another colored digit). To manipulate expectations, the ratio of one-
target and two-target trials (75%-25% or vice versa) was varied between blocks. Participants were much more likely to
report seeing two targets when two targets were expected, even on trials where only a single target was present. To rule
out response bias, we measured ERP markers of attentional selection (N2pc) and WM storage (CDA) in a second
experiment. Both components were larger when two targets were expected, regardless of the actual number of targets,
demonstrating that expectations modulated attentional selection as well as the number of items encoded in WM. In a
third experiment, participants always provided two guesses about the targets’ identity, and blocks with 100% one-target
trials were followed by blocks with 100% two-target trials, or vice versa. The number of reported items varied with
expectations only for observers who started with one-target blocks, plausibly reflecting the strategic advantage of
maintaining an expectation for two targets in this task. Together, these findings reveal that attentional selectivity and WM
encoding is modulated by expectations about the amount of task-relevant information.

Acknowledgements: Supported by a Newton grant from the British Academy (grant number NIF\R1\180384) to A. Zivony.
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Here it comes: Working memory is effectively 'flushed' even just by anticipation of
an impending visual event boundary

View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
Vivian Wang! (vivian.wang.vw223@yale.edu), Joan Danielle K. Ongchoco?, Brian Scholll; 1yale University

Though visual input arrives in a continuous stream, our perceptual experiences unfold as a sequence of discrete events.
This form of visual event segmentation has important consequences for our mental lives. For example, memory is
disrupted not only by elapsed time, but also by crossing an event boundary. Even an activity as simple as walking
through a doorway can effectively ‘flush’ memory (just as one might empty a cache in a computer program), perhaps
because this is when the visual statistics of our local environments tend to change most dramatically -- and it may be
downright maladaptive to hold on to now-obsolete information. But just when does this 'flushing' occur? At the very
moment we cross the boundary? When we encounter new post-boundary information? Here we provide what may be a
surprising answer: even just the *anticipation* of an impending event boundary is sufficient to flush memory. Observers
viewed an immersive 3D animation in which they walked down a long virtual room. Before their virtual walk, they saw a
list of pseudo-words, their recognition memory for which was then tested immediately after the walk ended. Two of the
conditions were inspired by past work: during their walk, some observers passed through a doorway, while others
traversed the identical path through a room that had no such event boundary. Critically, we also tested a third condition,
in which memory was probed just before the observers would have crossed through the doorway -- while carefully
equating for elapsed time by manipulating the doorway's location. Relative to the baseline no-doorway condition, we
observed reliable memory disruptions in *both* the 'doorway' and 'anticipation' conditions -- and additional control
experiments confirmed that this was due to anticipation of the event boundary (and not just surprise). Visual processing
thus *proactively* flushes memory by anticipating future events.
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Random values from uncertainty intervals are as informative as point estimates in
visual working memory

View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Stefan Czoschkel, Julia Beitner?; 1Goethe University Frankfurt, Germany, 2Department of Psychology, Scene Grammar
Lab, Goethe University Frankfurt, Germany

Human actions rely on memory to guide behavior. Memory is inherently noisy, thus a single memory representation
(e.g., a color hue) accords to several nearby values in feature space. To translate memory into concrete behavior often a
point estimate has to be drawn from this set of possible values. Current accounts of visual working memory assume that
this point decision is based on a maximum-likelihood estimate derived from a bell-shaped probability distribution of
possible output values. Here we tested an alternative model of visual working memory. Namely, that memory-informed
behavior results from a random choice within an equal-probability set of neighboring exemplars (e.g., a range of similar
colors). Fifty-eight participants conducted a standard color working memory task (Zhang & Luck, 2008) with variable set
size (1, 2, 4) and one probed item per trial. In half of the trials, participants responded with a standard point estimate on
a color wheel. In the other half, participants indicated an interval (i.e., consideration set) in which they considered the
target color to be. Response conditions were randomly interleaved and unknown to participants during encoding and
delay but cued only prior to report. We calculated the accuracy (mean absolute deviation) of the point estimate
responses and compared them to the accuracy of simulated point estimates drawn randomly from each interval, thereby
simulating the equal-probability model. Assuming the maximum-likelihood model we would expect higher accuracy for
point estimates. In contrast, Bayesian analyses provided evidence that point estimates did not contain more accurate
information about the memorized colors than randomly drawn values from the consideration sets. Our results challenge
the view of memory representations as continuously graded exemplar-based probability distributions but suggest to
conceive memory as rather discrete sets of informationally equivalent response options.

Poster Session A > Visual Memory: Working, long-term 1 > Poster A6

Reliability of Visual Access: Modeling the trade-off between internal storage in
visual working memory and external sampling
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Alex J. Hoogerbrugge! (a.j.hoogerbrugge@uu.nl), Tanja C.W. Nijboerl, Stefan Van der Stigchel; 1Utrecht University

We use visual working memory to temporarily store visual information about our environment. However, our environment
is mostly visually static and as such, memory can often be ‘offloaded’ onto the environment. As a result, there is a trade-
off between choosing to internally store information or to externally sample it. In the present study, we explored how this
trade-off changes as reliability of access to the environment changes, by submitting participants to a copying task, in
which they copied a layout of stimuli on the left side of a computer screen to the right side of the screen. The example
layout intermittently disappeared throughout a trial, the timing of which was varied across conditions. As the example
layout disappeared for greater amounts of time, participants sampled it less often (and thus memorised more items at
once) than in the baseline condition, in which the example was always visible. We then designed and ran a
computational cognitive model. This model explored different combinations of strategies regarding the number of stimuli
it attempted to remember with each gaze toward the example layout, and regarding how often a stimulus was rehearsed
in memory after its first encoding. We then compared human data and model data on three outcome variables: (1) the
number of crossings from the right side of the screen to the example layout on the left side; (2) the completion time of
trials; and (3) the number of fixations per second. We present a model which approximates human data fairly accurately,
and show that incorporating specific memory strategies caused models to fit more strongly than when they were
disregarded. Our findings reveal a clear shift in the usage of visual working memory when reliability of visual access
changes, and validate the storage/sampling trade-off in environments with varying reliability of visual access.
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The format of visual working memory representations
View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Yuna Kwak?!, Masih Rahmatil, Clayton E. Curtis1.2; INew York University, Department of Psychology, 2New York
University, Center for Neural Science

Working memory (WM) enables us to maintain and manipulate information in the absence of an external stimulus. The
contents of visual WM can be decoded from the spatial patterns of neural activity during memory delays across a widely
distributed network of brain regions (Sreenivasan & D’Esposito, 2019). However, the nature of what is being represented
by these patterns remains unclear and could even vary across the visual hierarchy. For instance, the direction of dot
motion might be maintained by neurons in visual cortex with directional motion selectivity. Perhaps at the same time,
abstract representations of motion direction (e.g., imagined vector) might be maintained by neurons in higher cortical
areas, which lack motion direction tuning. To test this hypothesis, we examined whether features with a similar nature,
such as orientation and motion direction, share a common neural representation during WM using cross-modality
decoding. We measured fMRI activity in participants maintaining the orientation of a gabor or the motion direction of a
random dot kinematogram over a 12s delay period of a delayed estimation WM task. Similar to previous studies, the
contents of WM could be decoded from the patterns of activity in several retinotopically defined visual field maps.
Critically however, we find that in some maps that a decoder trained on one type of target stimulus (e.g., gabor
orientation) can successfully decode the other type of target stimulus (e.g., dot motion direction), indicating that the low-
level visual features do not constitute the format of the WM representation. Moreover, cross-modality decoding accuracy
was lower when training and testing on the stimulus presentation period, indicating that the representation shared across
modalities is specific to WM. In conclusion, the common representational format across memory for orientation and
motion direction suggests that high-dimensional perceptual information is condensed into low-dimensional
representation for WM.

Poster Session A > Visual Memory: Working, long-term 1 > Poster A9

The Item-Specific Proportion Congruency Effect is Contaminated by Short-Term
Repetition Priming

View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Brett A. Cochrane?l (brett.cochrane@utoronto.ca), Jay Prattl; 1University of Toronto

The item-specific proportion congruency (ISPC) effect constitutes the phenomenon that Stroop effects are reduced when
incongruent items belong to a mostly-incongruent (MI) than a mostly-congruent (MC) grouping. While the ISPC effect is
purported to reflect associations formed in long-term memory, the assigned proportion manipulation entails that stimulus
repetitions vary as a function of the MC and MI conditions, leaving open the possibility that a short-term repetition
priming process may work to enlarge the Stroop effect in the MC relative to the Ml group. In the present study we
investigated whether the ISPC effect reflected contributions from separate long-term associative learning and short-term
repetition priming processes. To do so, the magnitude of the ISPC effect was compared when stimulus repetitions were
systematically present and absent across the experimental session. While we observed that the ISPC effect was robust
across groups, it was revealed that removing stimulus repetitions significantly attenuated the effect. Additionally, it was
revealed that stimulus repetitions had a profound impact on performance, and sequential congruency (i.e., congruent-to-
congruent and incongruent-to-incongruent inter-trial repetitions) had none, suggesting that this repetition priming
process depended on the repetition of stimulus features. Overall, the present study indicates the typical ISPC effect
reflects contributions from both short and long-term memory processes.
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Visual working memory for objects in scenes in younger and older adults: Insights
from pupillometry
View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Giorgia D'Innocenzo? (giorgiadinnocenzo@psicologia.ulisboa.pt), Anastasiia Mikhailova2, Moreno I. Cocol:3;
1Faculdade de Psicologia, Universidade de Lisboa, Lisbon, Portugal, 2Instituto Superior Técnico, Universidade de
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Lisboa, Lisbon, Portugal, 3School of Psychology, The University of East London, London, UK

Pupillary responses are known to differentiate younger and older adults (e.g., senile miosis) and have been recently
linked to successful recognition in memory tasks. However, it is yet to be understood whether age-related changes in
pupil dilation would show differential patterns during recognition memory tasks. In the present change-detection study,
younger and healthy older adults viewed 192 original and modified versions of indoor photographs to determine whether
a change had (or not) occurred with equal probability (i.e., 50% of the trials). In the modified version of the image, a
change could be made to the identity of one of the objects in the scene (e.g., a toothbrush became a torchlight), to its
location (e.g., a toothbrush moved from left to right), or to both features (e.g., a toothbrush moved and became a
torchlight). On normalised (z-scored) pupil dilation collected during the recognition phase while the changed target object
was fixated, we found that pupil size was significantly smaller in trials in which participants correctly than incorrectly
detected a change. Crucially, this difference was greater for the younger adults than for the older adults. Further
analyses on correct trials also revealed a significant interaction between group and type of change: older adults had
smaller dilation when the target changed in identity compared to when it changed in location, whereas the opposite
effect was observed in younger adults. We argue that the greater effort to identify a change in an object’s location
compared to a change in identity may reflect the reduced useful field of view in older adults. Our results align with
previous evidence of a negative relationship between pupil size and recognition memory and suggest that such
pupillometry can help identifying the use of compensatory strategies in older adults during visual working memory tasks.

Acknowledgements: This research was supported by Fundacéo para a Ciéncia e Tecnologia under Grant (PTDC/PSI-
ESP/30958/2017) and the Leverhulme Trust under Grant (ECF-014-205) awarded to MIC
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Location Encoding in Visual Working Memory is not Completely Automatic
View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
Joyce Tam? (joyjoycemyt@gmail.com), Brad Wyblel; 1The Pennsylvania State University

Spatial information is often thought to hold a privileged role in visual working memory although it is unclear whether this
always entails complete encoding of all available location information. In this study, we investigated to what extent
spatial information about a visual memorandum is automatically encoded into VWM. Using a delayed estimation task,
we directly assessed the quality of incidentally encoded location memory (experiment 1) and orientation memory
(experiment 2). A surprise trial was introduced for either feature at a point when only the item’s color had been task
relevant. This was followed by control trials to assess the memory quality when location or orientation had become task
relevant along with color. We found the surprise trial performance to be significantly worse than the first control trial for
both location and orientation, rejecting the notion that location encoding is completely automatic. Importantly, however,
there was measurable location information on the surprise trial of experiment 1 while the surprise orientation report in
experiment 2 was indifferentiable from a uniform distribution. Consistent with this difference, color memory precision was
reduced after the surprise trial in both experiments, but less evidently so in the location-report experiment. We thus have
convergent evidence that some location information was being encoded even when it was task irrelevant, but making the
requirement of location report explicit induced the encoding of even more precise location information. All results were
accompanied by data from pre-registered replication experiments. We reconciled our findings with previous studies
suggesting automatic location encoding by emphasizing that automatic processes might be involved in encoding to
various extents. Our study highlights the importance of acknowledging that the automaticity of memory encoding
processes is not necessarily all-or-nothing and can exist along a graded scale.

Acknowledgements: This work was performed with the support of NSF grant 1734220 awarded to B. W..
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Metrical properties of spatial and temporal reference frames in visual working
memory
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Anna Heuer?! (anna.heuer@hu-berlin.de), Martin Rolfs1; THumboldt-Universitat zu Berlin
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Space and time structure our visual experience, yet little is known about the role of temporal aspects for visual working
memory (VWM). We have recently shown that both spatial and temporal properties are incidentally encoded along with
to-be-remembered information, providing reference frames for storage and retrieval. In our prior work, we used rich
spatiotemporal contexts, as they might be encountered in natural environments: Memory contents could be differentiated
based on (a) absolute spatial/temporal coordinates, (b) relative spatial/temporal coordinates, or (c) their position in a
categorical spatial/temporal order. The drawback of this approach is that it leaves open the question of specifically which
spatiotemporal properties are critical. In a series of experiments, we used a colour change-detection task to test each of
these possibilities by transforming spatial and/or temporal structures of item presentation at retrieval relative to
encoding. More specifically, spatial and/or temporal coordinates were (a) multiplied by a constant factor, expanding or
shrinking the entire configuration (global change), (b) multiplied by different factors, changing relative inter-item
distances (relational change), or (c) switched, changing the order of items in a spatial or temporal sequence (ordinal
change). Such transformations of the external reference frame at retrieval should only affect performance if the metric of
the internal reference frame in VWM is not invariant to this type of transformation. We found that ordinal and relational
changes of either the spatial or temporal structure impaired performance, whereas global changes had no effect. Thus,
reference frames appear to be established by inter-item relations — including relative distances between items as well as
their order — rather than absolute positions in space or time. These results corroborate and extend previous findings for
the spatial domain, and highlight functional similarities between the spatial and temporal dimensions by revealing the
same metrical properties for temporal reference frames.

Acknowledgements: This work was supported by the Deutsche Forschungsgemeinschaft (DFG research grant HE 8207/1-1 and
RO 3579/11-1; DFG's Heisenberg program RO 3579/8-1 and RO 3579/12-1).

Visual Memory: Encoding
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Binding continuous features in working memory with plastic attractors
View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Andrea Bocincoval, Simon Reichert2, Sanjay Manoharl; 1University of Oxford, UK, 2University of Applied Sciences
Offenburg, Germany

Visual working memory (WM) allows us to maintain arbitrary combinations of information bound into novel objects. The
information comes from continuous feature spaces, resulting in limited precision and graded biases. WM theories are
divided into two camps: slot-like models that include feature binding, and continuous attractor models that predict graded
biases. No current models explicitly account for both these aspects of human WM. A recent computational model of WM
models binding in a biologically plausible network. Rapid synaptic plasticity supports the formation of discrete-feature
bindings and their maintenance in WM background, whereas persistent activity forms the WM foreground by holding a
single representation in a focused state. In this study, we extend this model to represent continuous feature spaces.
Bindings of multiple continuous features are stored as “plastic attractors” in flexibly-coding conjunction neurons and the
network produces continuous report via pattern completion. Analysis of model activity shows that recall errors stem from
competition between representations. Depending on the particular way the competition resolves in individual trials,
simulated errors can be assigned to different error sources: imprecision of target representation, swap errors and
random responses. The model accounts for a range of WM effects including the effect of set size on precision and
misbinding, and serial order effects. It also produces biases generated by interference when multiple items are
maintained concurrently and generates a novel prediction: similarity along the to-be-recalled dimension and along the
probe-feature dimension should have different effects on the pattern of errors. Furthermore, continuous, plastic changes
in conjunction neuron selectivity can account for serial biases, where recall is biased towards items encountered on
previous trials. In summary, the continuous binding model can capture a variety of WM effects that other theories
cannot, and shows that transient flexible coding can support binding of continuous features.

Acknowledgements: MRC Clinician Scientist Fellowship [grant number MR/P00878X to SGM]; Leverhulme Trust Research Grant
[grant number RPG-2018-310 to SGM]
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Binding information to discrete objects improves retention in working memory
View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
Sami Yousifl (sami.yousif@yale.edu), Frank Keill; lYale University

Spatial information uniquely influences working memory. In many cases, task-irrelevant spatial information influences
memory while other kinds of task-irrelevant information (e.g., color, auditory tones) do not. But how does this spatial
influence occur? What spatial cues matter? Here, we ask whether information bound to discrete objects is better
remembered than information bound to those same locations but over a continuous space. In our baseline task,
participants played a memory game in which they had to remember sequences of shapes appearing every other second.
Sequences were made up of 5-7 shapes (three unique ones: circle, diamond, and pentagon) that could appear in one of
four locations (four separate quadrants) and in one of four colors. Participants were instructed to remember what shapes
they saw and in what order. On some trials, spatial information was structured so that repeated shapes were always in
the same location (but color was randomized). On other trials, color information was structured the same way (but
location randomized). Critically, all four locations were marked by discrete squares in which the shapes could appear. In
this task, participants better remembered the shape sequences on space-structured trials. In a follow-up experiment, we
simply removed the discrete squares marking where shapes could appear. In this case, participants did not exhibit the
same memory boost in the space-structured trials. We also tested whether this effect depends on encoding or retrieval
by initially presenting the discrete black squares but removing them at test. Here, there was a marginal effect of spatial
structure. Combined, these results suggest that binding information to discrete objects in specific locations as opposed
to continuous space — even when that spatial information is task irrelevant — benefits memory. Working memory, like
attention, may therefore rely in part on object-based processes.
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Building a comprehensive model of visual memory from images and individuals
View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Cheyenne D. Wakeland-Hartl, Megan T. deBettencourt!, Steven Caol, Wilma A. Bainbridgel, Monica D. Rosenbergl;
1Univerity of Chicago

In our daily lives, we only remember a fraction of what we see. Memory failures can arise from factors including
attentional lapses and poor item memorability. However, most models of human memory disregard both an individual's
attentional state and an image's memorability. In this study, we consider these image and individual-specific influences
on memory simultaneously to build a model of visual memory. To this end, we analyzed data from two experiments
(N=55) that used response time to index attentional state during a visual attention task (with trial-unique scene stimuli)
and measured subsequent image recognition. We then collected data from participants (N=722) performing a
continuous recognition task on Amazon Mechanical Turk to characterize the memorability of each of these 1100 scene
images. Memorability was operationalized as the online participants' average memory performance as performance was
highly consistent across individuals. We next used mixed-effects models to predict subsequent recognition memory in
the two attention experiments. Specifically, we predicted recognition memory from each image's memorability score
(which varied across images but was constant across individuals) or the attentional state at encoding (which varied
across both images and individuals). These models revealed that both image memorability and individual attentional
state explain significant variance in subsequent image memory. Furthermore, a joint model including both memorability
and attentional state predicted subsequent memory better than models based on either factor alone and demonstrated
that memorability and attention explain unique variance in subsequent memory. Thus, building models based on both
individual and image-specific factors allows for directed forecasting of what we remember.
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Discounting the Effect of Memory on Repeated Measures of Beauty Judgment
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Maria Pombo?l, Aenne BrielmannZ2, Denis Pellil; INew York University, 2Max-Planck Institute for Biological Cybernetics

The intrinsic variance of beauty judgment is key to modeling beauty ratings. However, in repeated measures of beauty,
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observers surely make use of what they remember. To test how memory contributes to repeated beauty ratings, we
asked participants to rate 75 arbitrarily named images (e.g., Fred). Initially, participants rated (1 to 7) how much beauty
they felt from looking at a named image. Then participants completed two conditions. In the memory condition,
participants saw only the name of an image and were asked to remember the image corresponding to that name and
rate how much beauty they felt. In the repeat condition, they once again rated how much beauty they felt from looking at
a named image. Lastly, in a memory check, participants tried to select which image was associated with a name. Only
considering the correctly remembered trials (60%), we calculated the distribution of the differences between the initial
beauty rating and that from either the memory condition or the repeat condition. The variance for the memory condition
was more than double that of the repeat condition. Likewise, the initial beauty ratings predicted 84% of the variance in
the repeat ratings but only 30% of the variance in the memory ratings. Cue combination studies report that observers
typically combine cues by the optimal Bayesian rule: The combined reliability is the sum of the separate reliabilities for
each cue, where reliability is one over variance. Assuming optimal combination of memory and immediate-perception
judgment, we can discount the contribution of memory to estimate the variance of the immediate-perception judgment.
Thus, in our paradigm the 0.83 variance of the repeated beauty rating corresponds to a 0.97 immediate-perception
judgment variance (without memory). Overall, since there also was no significant difference in means, our results
indicate that memory contributes little to repeated beauty ratings.

Acknowledgements: NIH Core Grant P30 EY013079

Poster Session A > Visual Memory: Encoding > Poster A17

Does average size of an ensemble bias individual size representations during
perception or working memory retention?

View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
Yong Min Choil (choi.1696 @osu.edu), Julie D Golomb?; 1The Ohio State University

When processing multiple visual items, the representation of individual items can be constrained by properties of the
group. Prior studies have reported such ensemble bias, where memory for the size of an individual item is biased toward
the average size of the group (Brady & Alvarez, 2011). However, it is unknown whether ensemble statistics influence
individual representations during perception or over the course of memory retention. The current study aimed to
dissociate perceptual-based and memory-based bias using a size comparison task. In the memory-bias condition
(similar to prior designs), an array of 4 differently sized circles was presented briefly, and participants were instructed to
remember the size of the one white-outlined target circle and ignore the three black-outlined nontarget circles. After a 2
second delay, another single white-outlined probe circle was presented at the center of the display. Participants judged
whether the first (target) or second (probe) circle was larger. We expected to see the ensemble bias, where the size of
the initial target circle was biased toward the average size of the array, resulting in a shift in the psychometric curve. In
the perceptual-bias condition, the stimuli presentation order was reversed. The single probe circle was presented first,
and the 4-circle array containing the target circle was presented after the delay. Because participants had to respond
immediately after the target array presentation, any bias found in the perceptual-bias condition should indicate
interaction at perception rather than bias developing over the WM retention period. In subsequent experiments, we
further manipulated the length of the WM interval in the memory-bias condition. We found comparable bias toward the
average ensemble size in both the memory-bias and perceptual-bias conditions. This result provides novel evidence of
interaction between individual and group-level ensemble representations during the perceptual encoding stage.

Poster Session A > Visual Memory: Encoding > Poster A18

EEG signals represent updated memory representations in working memory
View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
Young Seon Shin! (yshin2016@fau.edu), Summer Sherematal; 1Florida Atlantic University

Visual short-term memory (VSTM) creates continuity of representations over time. Working memory, in addition, gives
us access to these representations to manipulate or update them. Visual representations stored in VSTM have been
successfully reconstructed from measurements of neural activity. However, it is unclear whether the updated state of a
remembered item is reflected in these neural representations. To ask this question, we measured alpha-band
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oscillations (8-12Hz), associated with visual attention, and sustained EEG potentials (<6Hz), associated with visual
short-term memory maintenance, while participants remembered and updated a sinusoid gabor in visual short-term
memory. In the task, participants were asked to mentally rotate a grating based on a color cue that indicated whether
participants should rotate the remembered item 1) clockwise, 2) counter-clockwise, or 3) not at all. We found that
reconstructions from sustained EEG (< 6 Hz) reflected updated representations with higher fidelity while alpha-band
frequency (8-12Hz) computed broad scope of reconstructions including initial sensory representations. These results
suggest that neural signal carries not only the sensory information but also manipulated mnemonic representations.

Poster Session A > Visual Memory: Encoding > Poster A19

Evolving visual representations from noise
View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Guido Maiello? (guido_maiello@yahoo.it), Katherine R Storrsl, Alexandra Quintus!, Roland W Fleming?; 1Justus Liebig
University Giessen

Seeing involves not only the light that reaches our retinae, but also visual memories and expectations. When searching
for our favourite mug, we hold its appearance in mind. When talking to a friend over the phone, we picture their facial
expressions. Talented artists can even paint detailed visual scenes from memory. The content of such mental
representations is of great interest in perceptual and cognitive neuroscience, yet is challenging to measure
experimentally (alas, too few of our participants are talented artists!). One previously-proposed approach is reverse
correlation. Participants are asked to report whether they see a signal—e.g., the letter “s"—in pure noise. Over enough
trials, some random noise samples will happen to resemble the signal the participant has in mind. Averaging over all
trials in which a participant spuriously detected a signal provides a “classification image” — a visualisation of their
representation of the letter. One major drawback of reverse correlation is that it requires tens of thousands of trials to
obtain even coarse impressions of mental images. Perhaps more importantly, reverse correlation cannot recover
multiple concurrent templates. If a participant imagined both print and cursive instances of the letter “s”, the recovered
classification image would be a jumble of both. We address these issues using an evolutionary algorithm approach. We
generate image populations by crossbreeding noise. On each trial, participants are shown multiple alternative images
drawn from these populations. Across generations, only those images in which participants detect a signal are kept for
further breeding. In both simulation and experiments with human participants, we demonstrate that this method
converges faster than standard reverse correlation, can recover multiple internal representations of a signal, and can
even provide access to the mental representation of illusory visual percepts. Our approach thus provides an efficient,
data-driven way to access complex mental representations.

Acknowledgements: This research was supported by the DFG (IRTG-1901: ‘The Brain in Action’, SFB-TRR-135: ‘Cardinal
Mechanisms of Perception’), and an ERC Consolidator Award (ERC-2015-CoG-682859: ‘SHAPE’). Author KRS was supported
by an Alexander von Humboldt fellowship.

Poster Session A > Visual Memory: Encoding > Poster A20

How do humans process numerosity
View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
Yanfei Yul (yy6wx@mail.missouri.edu), Kristy vanMarlel; 1University of Missouri

Numerical cognition is widespread among animal species (Brannon & Park, 2015) and present from birth in humans
(Izard, Sann, Spelke, & Streri, 2009). Laboratory studies show that longer stimulus duration improves numerical
discrimination accuracy (Inglis & Gilmore, 2013; Wood & Spelke, 2005). Inglis & Gilmore (2013) suggested that longer
durations allow subjects to resample the stimulus image multiple times, resulting in a more accurate final estimate. The
current study tested this “multiple sampling” hypothesis alongside two competing hypotheses (“sequential enumeration”,
“longer processing time”) to determine why stimulus duration relates to accuracy. Adult subjects (N=14 and 15, in E1
and E2, respectively) completed a fully within-comparison, 2AFC task in which they judged which of two arrays had
more dots; accuracy was the dependent measure. Display time was kept brief to prevent counting. Experiment 1 found
higher accuracy in the 500ms stimulus condition than the 100ms condition (M100ms=0.57, M500ms=0.65,
F(1,13)=30.63, p<.001). Although post hoc Helmert comparison revealed significant difference between extra small
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group and other three larger groups (Mextra_small=0.64, Mlater=0.60, F(1,13)=49.21, p<.001), no difference was found
between three larger set size groups (all Fs<3.00, all ps>0.008), suggesting that items were not enumerated
sequentially. Data from Experiment 2 extended these findings. When stimulus duration was held constant at 100ms,
adding a 400ms delay between stimulus offset and mask onset improved accuracy (M100+OmsDelay=0.61,
M100+400msDelay=0.64, F(1,13)=19.84, p=.001). There was no difference in accuracy between the 500ms stimulus
duration condition (E1) and the 100ms duration + 400ms mask delay condition (E2) (F(1,28)=0.16, p=.70, >.025),
indicating that overall processing time rather than stimulus duration per se improves accuracy. This is contrary to the
multiple sampling hypothesis forwarded by Inglis & Gilmore, but we note that we cannot exclude the possibility that
sampling continues in iconic memory. These findings provide insights into the processes underlying number
representation.

Poster Session A > Visual Memory: Encoding > Poster A21

Serial dependence in visual working memory: cognitive and neuronal mechanisms
View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Cora Fischer! (cora.fischer@med.uni-frankfurt.de), Jochen Kaiser!, Christoph Bledowskil; institute of Medical
Psychology, Goethe University Frankfurt

The processing of a visual object can be systematically biased towards an object that was processed several seconds
ago. This phenomenon, called serial dependence, has been thought to promote an object’s stability by compensating for
small changes of its appear-ance over time. Up until now, it has been debated whether this attractive bias occurs at
perceptual or post-perceptual levels of the processing hierarchy. To address this issue, we recorded neuronal activity
using MEG while participants remembered motion directions of two sequentially presented red and green items. After a
delay, a colored retro-cue indicated the item whose motion direction participants had to report. We observed that the
currently reported motion direction was biased toward the item retro-cued on the previous trial. This bias was present
when the current and the previous item's motion directions were similar to each other and further increased when items
shared the same color. This replicated our recent results (Fischer et al., 2020). Using an inverted encoding model, we
could reconstruct the motion direction from the MEG signal of both items in the current trial. The reconstruction was
perfectly aligned to the actual motion direction at time-points when the corresponding item was presented and
memorized. Our preliminary analyses also showed that after the retro-cue, the reconstructed signal was slightly shifted
towards the direction of the item retro-cued in the previous trial. This suggests that serial dependence operates when an
item is accessed in working memory rather than when it is perceived or memorized.

Acknowledgements: This study was supported by the German Academic Scholarship Foundation (PhD Scholarship awarded to
C.F)

Poster Session A > Visual Memory: Encoding > Poster A22

Temporal integration of feature probability distributions in visual working memory
View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Sabrina Hansmann-Roth12, Séley Thorsteinsdéttirl, Joy Geng3, Arni Kristjanssonl4; licelandic Vision Lab, 2SCALab—
Sciences Cognitives et Sciences Affectives, Université de Lille, 3Center for Mind and Brain, University of California
Davis, 4School of Psychology, National Research University Higher School of Economics, Russia

Visual memory has remarkable effects on human search behavior. In particular, when target features are repeated,
search efficiency increases. Similar effects are also found for repeating distractors. Conversely, when a distractor
feature and target feature reverse their roles, search times are slowed down. Recent studies have revealed that the
visual system is not only sensitive to distractor features per se, but the actual distractor feature probabilities. Changes in
search times were determined not only by whether that particular feature characteristic was a distractor but also the
frequency of that distractor feature over consecutive trials: Most probable distractors produced the strongest role
reversal, while less probable distractors produced weaker role reversals. These search displays involved many distractor
exemplars on each trial, but whether observers can learn distributions where only a single exemplar from a distribution is
presented on each trial remains unknown. Here, we investigated whether target probability distributions can be encoded
in working memory. Over blocks of trials (144 trials per block) observers searched for an oddly-colored target that was
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drawn from either a Gaussian or uniform distribution. Not only was search influenced by the repetition of a target feature
but more interestingly also by the probability of that feature within the block. The same targets, coming from the
extremes of the two distributions were found significantly slower when distractors were drawn from a Gaussian
distribution than from a uniform distribution indicating that observers were sensitive to the target probability. In a
subsequent experiment we replicated the effect using binned distributions and moreover discovered the limitations of
target distribution encoding by using bimodal target distributions. Our results demonstrate detailed internal
representations of target probability distributions in working memory and the visual system’s ability to integrate single
exemplars into probability distributions over surprisingly long trial sequences.

Poster Session A > Visual Memory: Encoding > Poster A23

The multiple encoding benefit: contributions from the number of encoding
opportunities amplifies benefits from the length of encoding duration in visual long-
term memory

View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Caitlin J. I. Tozios! (caitlin.tozios@mail.utoronto.ca), Keisuke Fukudal.2; 1University of Toronto, 2University of Toronto
Mississauga

Despite the virtually unlimited capacity of visual long-term memory (VLTM) (e.g., Brady et al., 2008), not all visual
information that we wish to remember gets encoded into VLTM. One robust way to enhance VLTM encoding is to
encode the visual information over multiple opportunities; known as the multiple encoding benefit (MEB). However, it is
unclear whether it is the number of encoding opportunities or the total encoding duration that underlies the MEB,
because as the number of encoding opportunities increases, so does the encoding duration. Thus, we dissociated the
contributions of the number of encoding opportunities and the encoding duration and measured their impacts on
objective memory recall precision as well as subjective memory recall confidence. Specifically, we had participants
encode a series of 360 pictures of real-world objects presented in a solid colour drawn from a 360° colour wheel (Brady
et al., 2013). During the serial presentations, baseline pictures were presented once for 500ms, while some were
presented once for 1000ms, and other pictures were presented twice for 500ms each with variable lags between the two
presentations. Here we found that while elongating encoding duration benefited both objective and subjective memory
recall performance, there was also a unigue benefit of additional encoding opportunities on both measures of memory
performance. Importantly, the magnitude of this additional benefit amplified as a function of the lag between the two
encoding opportunities. Therefore, the MEB is not just due to the increase in total encoding duration but is driven by the
increase in the encoding opportunities.

Acknowledgements: This research is funded by the Natural Sciences and Engineering Research Council of Canada (RGPIN-
2017-06866) and the Connaught New Researcher Award from the University of Toronto

Poster Session A > Visual Memory: Encoding > Poster A24

The Visual and Semantic Features that Predict Object Memory
View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
Mariam Hovhannisyan?! (mariam.hovhannisyan@duke.edu), Roberto Cabezal, Simon Davis!; 1Duke University

Humans have a remarkable fidelity for visual long-term memory. Much of the work on long-term memory has focused on
processes associated with successful encoding and retrieval. However, more recent work on visual object recognition
has developed a focus on the memorability of specific visual stimuli. However, studies on object recognition often fail to
account for how these high- and low-level features interact to promote distinct forms of memory. Here, we present a
novel object database with an extensive array of visual and semantic features assessed for each image, and investigate
memory for these object images in two different memory paradigms. We first collected normative feature information on
1000 object images, comprising living and nonliving items spanning 29 different categories. Semantic feature norms
were collected and collated to describe complex feature statistics consistent with the conceptual structural account
(CSA). Next, we conducted a memory study where we presented these same images during encoding (picture target) on
Day 1, and then either a Lexical (lexical cue) or Visual (picture cue) memory test on Day 2. Our findings indicate that
higher-level visual factors (via DNNs) and semantic factors (via feature-based statistics) make independent contributions
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to object memory, and factors that predict object memory depend on the type of memory being tested. These findings
help to provide a more complete picture of what factors influence object memorability. Furthermore, the public repository
created in this project consists of useful information on the objects including, visual and semantic feature information,
memorability of object images in two different memory paradigms, display and creation of multidimensional scaling plots,
and downloads for feature and memory data. We hope that this object database will encourage users to interact with
various kinds of information and select appropriate cut off points at different levels of novel analyses.

Acknowledgements: NIA KOTAG053539

Poster Session A > Visual Memory: Encoding > Poster A25

Adding another dimension to history effects in vision: Larger serial dependence in
the depth plane than in the fronto-parallel plane in virtual reality

View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Omer Daglar Tanrikulu® (daglar83@gmail.com), David Pascucci?, Arni Kristjansson®:3; 1Faculty of Psychology, School
of Health Sciences, University of Iceland, Reykjavik, Iceland., 2Laboratory of Psychophysics, Ecole Polytechnique
Fédérale de Lausanne (EPFL), Switzerland., 3National Research University, Higher School of Economics, Moscow,
Russian Federation.

Perceptual judgments about stimulus features are biased towards stimuli presented in preceding trials. This bias,
referred to as serial dependence, is thought to promote perceptual stability in a world where natural scenes are generally
stable and continuous from one moment to the next. While serial dependence has been extensively investigated, to date
it has only been studied using simple 2D stimuli (e.g. Gabor patches). Our current study moves the investigation of serial
dependence into more natural settings by utilizing the more realistic environment offered by Virtual Reality (VR).
Observers were presented with an object commonly encountered in daily life (e.g. a flashlight) and then required to
report its orientation in an adjustment task within the VR environment. The distance between the observer and the
object, and the plane in which the object was rotated, was manipulated. The object was rotated either in depth or in the
fronto-parallel plane. In all conditions, observers’ orientation judgments were biased towards the orientation presented in
the previous trials, showing standard serial dependence. Larger biases were observed when the object was further away
in depth from the observer, and crucially the biases were larger when the object was rotated in depth compared to the
fronto-parallel plane. Moreover, a larger bias was observed on the current trial when the object in the previous trial was
closer to the observer. These results indicate that the additional uncertainty added by the 3rd dimension can yield larger
and more robust positive serial dependence. We discuss this in the light that serial dependence is considered to be
stronger with larger uncertainty about the visual input. Given that serial dependence is considered to be an adaptive
strategy in naturalistic environments, we argue that examining it in VR provides more informative and potentially more
accurate insights into perceptual history biases.

Poster Session A > Visual Memory: Encoding > Poster A26

Contextual vs. probabilistic learning of target locations in scenes differentially
facilitate retrieval and attentional orienting

View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Marcus Sefranek! (marcus.sefranek@psy.ox.ac.uk), Dejan Draschkow?!, Melvin Kallmayer2, Nahid Zokaeil, Anna C.
Nobrel; 1University of Oxford, 2Goethe University Frankfurt

During visual search we quickly learn to attend to an object’s probable location, efficiently sifting through clutter from the
visual world to find our target. Research has supported that this process is facilitated when target-location learning is
based on hippocampal-dependent spatial contextual associations (CC, contextual cueing) or striatal-based probabilistic
regularities (LPL, location probability learning). Here, we tested how these different types of learning aid the utilization of
established memories. In two online experiments, participants searched for targets within scenes. Depending on the
scene category, the target consistently appeared at a specific location (CC), within a hemifield (LPL), or was
unpredictable (random). In Experiment 1, 54 participants were subsequently tested on their memory for the hemifield
and the specific location of the learned targets. Participants showed enhanced recall accuracy for target hemifield and
specific target location in both LPL and CC conditions. However, when learning performance was low (low accuracy/high
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reaction time), predominantly LPL facilitated memory for target hemifields, and when learning performance was high, CC
facilitated memory for specific target locations. In Experiment 2, after learning, 54 participants were tested on their ability
to orient attention to targets flashed either in a learned specific location or hemifield. We found greater orienting benefits
for CC compared to LPL, as measured by reaction time. Together, we demonstrate that contextual and probabilistic
learning systems provide utility for future retrieval of learned associations, but how these systems promote memory
retrieval may be related to the quality of encoding. Further, after comparable learning conditions, attentional orienting
seems more profoundly guided by contextual, compared to probabilistic regularities. Our work suggests that a more
nuanced view of how these memory systems cooperate and/or compete to guide adaptive behavior is necessary.

Acknowledgements: This work was supported by The Wellcome Trust 104571/Z/14/Z.

Poster Session A > Visual Memory: Encoding > Poster A27

Contextual cueing survives allocentric and egocentric transformations

View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Lei Zheng! (zhenglei123444@gmail.com), Jan-Gabriel Dobroschkel, Stefan Pollmannl.2.3; 1Psychology, Otto-von-
Guericke-University, Magdeburg, Germany, 2Center of Brain and Behavioral Sciences, Magdeburg, Germany, 3Beijing
Key Laboratory of Learning and Cognition and School of Psychology, Capital Normal University, Beijing, China

Introduction: Visual search can be guided by incidentally learnt spatial configurations. This contextual cueing survives
transformations like rotation (Zheng & Polimann, 2019). Here we investigate if contextual cueing can guide search after
allocentric or egocentric transformation. Short-lived trial-to-trial priming speeds visual search after both kinds of
transformation (Ball et al., 2017). In contrast, the long-lasting effects of target location probability cueing occurred in an
egocentric reference frame (Jiang & Swallow, 2013). To the best of our knowledge, the dependence of contextual cueing
on egocentric or allocentric reference frames has not been investigated, although the robustness of contextual cueing to
rotation may suggest independence of egocentric representation. Methods: In two experiments, participants (n=24 resp.
n=25) repeatedly searched for a T among L-shapes in twelve displays surrounded by an upright or tilted frame.
Subsequently, unknown to them, we set up four conditions: fully repeated displays (same as in the training phase),
identical displays but rotated frame (only egocentric reference preserved), frame unchanged but display rotated (only
allocentric reference preserved), and newly generated displays. Experiment 2 was designed in the same way as
Experiment 1 but controlled the targets’ absolute locations to rule out target probability cueing. Result: Preserved
egocentric reference frames (Experiment 1: 1(23)=4.26, p<.001 and Experiment 2: t(24)=4.14, p<.001) speeded search
relative to new displays. Preserved allocentric reference frames likewise speeded search (as a tendency in Experiment
1:1(23)=4.14, p=0.025, significantly in Experiment 2 (1(24)=3.87, p<.001). Conclusion: The data show that disrupting
either the allocentric or egocentric reference frame could not eliminate the search advantage for incidentally learned
displays, as long as the other cue was preserved. Our finding suggests that egocentric and allocentric representations
parallelly exist in implicit spatial memory, which lends additional support for the ‘two-system’ model of spatial memory
(Burgess, 2006).

Acknowledgements: This work was supported in part by the China Scholarship Council (NO.201808120093).

Temporal Processing

Poster Session A > Temporal Processing > Poster A28

Auditory speed processing in sighted and blind individuals

View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Giorgia Bertonatil .2 (giorgia.bertonati@iit.it), Maria Bianca Amadeo?, Claudio Campus?, Monica Goril; istituto Italiano
di Tecnologia, 2Universita degli Studi di Genova

Space and time are strictly linked, and a multisensory experience is crucial for developing a merged representation of
spatial and temporal domains, with vision scaffolding spatial representations and audition temporal representations.
However, it is still unclear how temporal and spatial domains interact in the lack, for example, of the visual experience.
Investigating speed perception provides a unique opportunity to study this interaction. Thus, we explored the role of
vision in the use of spatio-temporal cues to discriminate the speed of moving sounds. In a two-alternative forced-choice
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task, ten early blind and ten sighted (blindfolded) individuals determined the speed of a target sound, by saying whether
it was moving faster or slower than a reference sound. The target speed was manipulated by changing the distance
traveled by the moving sound and/or its duration, based on the experimental conditions. To identify the target speed,
participants could rely on spatial, temporal, or both cues. Using a discrimination contours technique (Freeman et al.,
2014), we revealed that both sighted and early blind participants preferentially used temporal cues to determine the
target sound's speed. Specifically, both groups followed a temporal prior that identifies as faster stimuli those that last
less than the reference sound, even if that leads to a misperception of the stimulus speed in some conditions.
Interestingly, early blind participants appeared to be significantly more affected by this potentially misleading temporal
prior, showing impairment in speed discrimination, compared to sighted controls. To conclude, the present study adds
new insights on the role of vision on human perception by showing that auditory speed discrimination is preferentially
based on temporal cues and that the absence of visual experience early in life affects this ability by increasing the
preference for the temporal domain.

Poster Session A > Temporal Processing > Poster A29

Modelling event duration and overlap during EEG analysis
View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
René Skukies! (rene.skukies@vis.uni-stuttgart.de), Benedikt Ehinger?; 1University of Stuttgart

Event related potentials (ERP) have been an essential part of EEG analysis since its early days. Common practice is to
average over many trials to get an estimate of the underlying brain response. However, many experiments contain
events of variable length (e.g. due to differences in reaction times, fixation duration, stimulus duration, etc.). These
varying durations are rarely considered, be it due to a lack of analysis tools or plain unawareness, in the worst case
leading to biased or even nonsensical inferences about the nature of the brain. Even worse, the varying event durations
often co-occur with temporal overlap of different ERPs (e.g. responses to stimulus onsets and button presses) adding
further bias. We applied regression methods to simulated and real-world data and systematically explored how event
duration affects the resulting ERPs and how to adequately model them. To account for the temporal overlap, we used
deconvolution based overlap correction as implemented in the unfold-toolbox (https://www.unfoldtoolbox.org/) and
investigated its additional influence on the ERP estimation. We find that modelling event durations as binned or linear
predictors performs poorly. However, non-linear effects using spline-regression seem to be able to capture the main
patterns and are thus a promising candidate for further study.

Poster Session A > Temporal Processing > Poster A30

The hand is quicker than the eye: Sensitivity to the timing of visual, vibrotactile, and
bi-sensory stimulation

View Poster | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT
Mercedes B. Villalongal, Rachel F. Sussman?, Robert Sekulerl; 1Brandeis University

Sequences of pulses can reliably communicate temporal information, but are pulses from all modalities equivalent in this
regard? For an answer, we examined temporal sensitivity with visual (V) and vibrotactile (T) pulses. In Experiment One,
human subjects received sequences of ten V or T pulses. Subjects categorized each sequence as slow (mean = 4 Hz)
or fast (mean = 6 Hz). In different conditions, inter-pulse intervals were either fixed (isochronous sequences) or
perturbed to different levels by Gaussian temporal-domain noise. Signal detection analysis showed that tactile sensitivity
was superior to visual sensitivity, and that for all but the most variable sequences, subjects were biased to label V
sequences “fast” more often than T sequences. We hypothesized that this bias arose from vision’s comparatively poorer
temporal acuity. In Experiment Two, we used the same stimuli in a gap detection task for a direct measure of temporal
acuity. We also included a bi-sensory (VT) condition to test for an effect of bimodal cue combination. On each trial,
subjects observed a pair of stimuli from the same modality condition: a single-pulse stimulus, and a double-pulse
stimulus whose inter-pulse interval varied from 2-32 ms. Subjects judged which trial interval contained the double-pulse
stimulus. Modality-specific gap detection thresholds showed that to successfully discriminate single-pulse from double-
pulse stimuli, subjects needed longer intervals between successive V pulses than between T or VT pulses. Gap
detection thresholds were similar for T and VT stimuli, suggesting that the vibrotactile component dominated bimodal
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gap detection. Together, these results suggest that vibrotactile temporal sensitivity is superior to visual temporal
sensitivity, and that vision may be relatively limited in its ability to convey rate information reliably.

Acknowledgements: NIGMS Training Grant T32GM132498, The Jay Pepose 75 Vision Sciences Fellowship
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No Evidence for a Single Oscillator Underlying Discrete Visual Percepts
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Audrey Morrow?, Jason Samaha?l; 1University of California Santa Cruz

Theories of perception based on discrete sampling posit that visual consciousness is reconstructed based on snapshot-
like perceptual moments, as opposed to being updated continuously. According to a model proposed by Schneider
(2018), discrete sampling can explain both the flash-lag and the Fréhlich illusion, whereby a lag in the conscious
updating of moving stimulus alters its perceived spatial location in comparison to stationary stimulus. The alpha-band
frequency, which is associated with phasic modulation of stimulus detection and the temporal resolution of perception,
has been proposed to reflect the duration of perceptual moments. The goal of this study was to determine whether a
single oscillator (e.g., alpha) is underlying the duration of perceptual moments, which would predict that the point of
subjective equality (PSE) in the flash-lag and Froéhlich illusions are positively correlated across individuals. Although our
displays induced robust flash-lag and Froéhlich effects, virtually zero correlation was seen between the PSE in the two
illusions, indicating that the illusion magnitudes are unrelated across observers. These findings suggest that, if discrete
sampling theory is true, these illusory percepts either rely on different oscillatory frequencies or not on oscillations at all.
Alternatively, discrete sampling may not be the mechanism underlying these two motion illusions or our methods were
ill-suited to test the theory.
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A strategy for presenting computational models intelligibly
View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Maximilian Pohimann® (m.pohimann@tu-berlin.de), Lynn SchmittwilkenZ, Marianne Maertens?l; 1Technische Universitat
Berlin, 2Exzellenzcluster Science of Intelligence, Technische Universitat Berlin

Computational models are a useful tool to characterize the mechanisms underlying visual perception. They avoid the
ambiguity inherent in verbal model descriptions, and, when published together with the code, they can be (re-)used by
different people and their predictions can be replicated in a straight-forward way. For this reason, many journals now
require authors to publish their code alongside the paper. While this is a commendable practice, we think it is not yet
sufficient, because readers with little background in software engineering might still find it difficult to connect the
published code with the theoretical concepts in the paper. With our increased understanding of perceptual processes,
the corresponding models become more and more complex. For example, extending purely spatial models by a
temporal dimension adds significant complexity to such models. The mental and computational handling of
multidimensional structures is objectively difficult and makes it hard for readers to understand relevant model parts, let
alone assess their adequacy. We suggest to showcase models accessibly using interactive programming tools (Jupyter).
These tools naturally bridge the gap between mathematical model descriptions in the text and corresponding functions in
the code. We chose a model that incorporates spatio-temporal processing characteristics of retinal ganglion cells but is
still relatively straight-forward. It was presented in a recent paper (2019) in a journal that explicitly encourages the
publication of code. We present and visualize functional components of the model individually, together with their
respective in- and outputs, helping the reader to understand the components and their interactions. The use of an
interactive tool allows the reader to tinker with parameters and observe the resulting effects. Despite best efforts, we
encountered a number of ambiguities in the original authors' presentation which can be avoided with a more
comprehensive approach of model presentation as the one we advocate here.

Acknowledgements: Funded by the Deutsche Forschungsgemeinscha ft (DFG, German Research Foundation) under Germany’s
Excellence Strategy — EXC 2002/1 “Science of Intelligence” — project number 390523135.
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What determines the temporal extent of unconscious feature integration?
View Poster | Play Video | Visit me in Gather.Town Osprey Room on Saturday 8:00 am - 10:00 am EDT

Lukas Vogelsang! (lukas.vogelsang@epfl.ch), Leila Drissi-Daoudil, Michael H. Herzog?; 1Laboratory of Psychophysics,
Ecole Polytechnique Fédérale de Lausanne (EPFL), Switzerland

Visual features are spatiotemporally integrated along motion trajectories. For instance, when a central line is followed by
pairs of flanking lines, two motion streams diverging from the center are perceived. The central line is rendered
unconscious by the subsequent flanking lines through metacontrast masking. Surprisingly, if the invisible central line is
offset, the entire stream appears offset, even though the flanking lines are, in fact, straight. Further, if one of the flanking
lines is offset in the other direction, the two offsets integrate and cancel each other out. This integration is mandatory
and occurs only when the offsets are presented within a specific, temporal window, starting with stimulus onset and
lasting for about 450ms. Here, we asked what determines the extent of this unconscious integration. Observers
discriminated the perceived offset of the motion streams. In line with most models of decision making, one might expect
that the window terminates as soon as sufficient evidence about the offset is accumulated. However, this is not what we
found. We presented either a large offset at the first line or smaller offsets at the following lines, all in the same direction.
When performance was the same in both conditions, the duration of the integration windows was identical. Hence, it
does not matter whether strong evidence is presented right from the beginning or dispersed along the motion stream.
When we increased the processing load by adding two further offsets at two additional lines, which, however, canceled
each other out, the window duration increased slightly. Lastly, we found that absolute time determines the window
duration but that the number of lines or the ISI between the lines do not. We propose that perception is a series of
discrete frames, which depends mainly on absolute time, potentially on the processing load, but not on stimulus
evidence.

Acknowledgements: SNF n 320030_176153 / 1 “Basics of visual processing: from elements to figure”
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Sensory processes are delayed when expectations are not met
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Buse Merve Urgenl.2, Huseyin Boyacil.2:3; INational Magnetic Resonance Research Center (UMRAM) & Aysel
Sabuncu Brain Research Center, Bilkent University, Turkey, 2Interdisciplinary Neuroscience Program, Bilkent University,
Turkey, 3Department of Psychology, Bilkent University, Turkey

The effects of prior knowledge and expectations on recognition and decision-making are well-established. Detecting and
recognizing objects get easier when they are presented in their usual context. Yet, related low-level sensory processing
and the computational mechanisms underlying those effects remain controversial. Here we investigated behaviorally the
effect of expectations on category-specific detection thresholds (Urgen & Boyaci, Vis. Res. 2021). At the beginning of
each trial a task-irrelevant cue (face or house) provided information about the category of an upcoming target image
(face or house) with a certain validity (75%, 50%, 100%, neutral). Next, the target image and its scrambled version were
presented and backward masked on either side of a central fixation mark for a variable duration determined adaptively
by a 1-up 2-down staircase procedure. Participants (N = 8) were asked to report the spatial location of the target image
(2AFC). Duration thresholds were estimated in expected, unexpected, and neutral trials (in terms of cue-target category
associations). Our behavioral results showed that compared to the neutral baseline, thresholds do not change in the
expected trials, but they increase in the unexpected trials. Next, we show that a recursive Bayesian model can
successfully predict the behavioral results. Modeling results suggest that internal parameters of the system are not
altered with expectation, instead simply additional processing is required under the unexpected condition. Overall, our
findings show that expectations do not speed up sensory processes, rather unmet expectations delay them. We argue
that this happens because when expectations are violated further processing is required by the system. We also discuss
our findings within the framework of predictive processing models and suggest that a simple neuronal model (Heeger,
PNAS 2017) can parsimoniously explain the observed behavioral findings.

Acknowledgements: This work is funded by a TUBITAK 1001 grant (217K163) awarded to HB.
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How long does stimulus processing last?
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Michael Herzog?! (michael.herzog@epfl.ch), Leila Drissi Daoudil; 1EPFL, Switzerland

How a stimulus is processed is at the very heart of all vision research. However, there is only little research about how
long the processing of a stimulus lasts. One reason is that visual processing is often explicitly or implicitly thought to be
feedforward, an assumption that is however only met in few paradigms. The other reason is that it is easy to know when
stimulus processing begins but it is very hard to determine when it terminates. Here, we show psychophysically that
stimulus features are unconsciously integrated for about 400ms. We presented a vernier in the center of the screen
followed by a series of pairs of lines, creating the percept of an expanding stream. The vernier was offset either to the
left or right, the lines had no offset. Even though the vernier was rendered invisible by sequential metacontrast masking
of the lines, the subsequent lines appeared as offset. If one of the subsequent lines was also offset, the offsets
integrated mandatorily, i.e., observers had no access to the individual offsets. This mandatory integration lasted for
about 400ms. When the line offset appeared after 500ms both offsets could be reported separately. Such windows of
integration start with the sequence onset. Importantly, integration is a sophisticated and constructive process. If for
example some intermediate lines are removed, the streams are no longer perceived as continuous and no integration
occurs. Observers can report the offsets separately. However, when the same lines are occluded instead, integration
occur. Our results offer a new view on vision because they allow substantial processing time in any type of model.

Acknowledgements: Supported by the Swiss National Science Foundation project "Basics of visual processing: from elements to
figures™
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Metacontrast Masking Across Different Contrast Polarities: The Role of Late ERP
Components
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Alaz Aydinl.2 (alaz@metu.edu.tr), Haluk Ogmen3, Hulusi Kafaligonull.4; INational Magnetic Resonance Research
Center, Bilkent University, Ankara, Turkey, 2Informatics Institute, Middle East Technical University, Ankara, Turkey,
3Electrical & Computer Engineering, University of Denver, 4Interdisciplinary Neuroscience Program, Bilkent University,
Ankara, Turkey

Metacontrast masking has found increasing applications as a powerful methodological tool in studies of information
processing and visual perception. However, the cortical mechanisms underlying this important investigative tool are still
subject to debate. Although substantial metacontrast can be obtained even when the target and mask have opposite
contrast polarities, previous research also indicated that the masking strength is contrast-polarity specific. In the current
study, using contrast polarity as a critical experimental factor, we aimed to identify the modulations of ERPs (event-
related potentials) that parallel changes in the metacontrast masking functions. Accordingly, we employed a contour
discrimination task in a metacontrast paradigm combined with EEG (Electroencephalography). The behavioral
performance values indicated a typical U-shaped metacontrast function for the same polarity condition. However, when
the target and mask had opposite contrast polarities, the masking function became a monotonic increasing function and
the masking effect was strong at stimulus onset asynchronies less than 50 ms. This shift in metacontrast function has
been mainly interpreted as an increase in intra-channel inhibition of the sustained activities (i.e., parvo-dominant
pathway) associated with object visibility and identity. The cluster-based permutation test on the ERP waveforms
revealed an early (160-300 ms, occipital and parieto-occipital scalp sites) and a late (300-550 ms, parietal and centro-
parietal scalp sites) spatiotemporal cluster. Moreover, there was a robust correlation between the modulations of
potentials in the late cluster time-range and the changes in performance values. Overall, these ERP findings indicate the
involvement of late inhibitory mechanisms in metacontrast masking. Although the behavioral and ERP findings do not
preclude other important proposed mechanisms underlying metacontrast (e.g., inter-channel inhibition), they together
suggest that the late recurrent intra-channel inhibition within the sustained pathway also plays an important role in
metacontrast masking.

Acknowledgements: Supported by The Scientific and Technological Research Council of Turkey (TUBITAK Grant 119K368)
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Eye Movements: Cognition, neural mechanisms
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Pupil size automatically encodes numerosity
View Poster | Play Video | Visit me in Gather.Town Manatee Room on Saturday 8:00 am - 10:00 am EDT

Elisa Castaldil (elisa.castaldi@gmail.com), Antonella Pomé?l, Guido Marco Cicchini2, David Burr2, Paola Bindal;
lUniversity of Pisa — Direzione Area Medica, 2National Research Council

Even when physical luminance is constant, pupil size varies with the perceived luminance and size of the visual image,
and also with how attention is directed (to bright or dark features). Here we asked whether pupil size is also driven by
the perceived numerosity of an array of bright or dark visual elements (with luminance held constant). We recorded pupil
size while 14 adult participants viewed clouds of white or black elements presented in central vision against a gray
background. The total number of pixels in the elements (and hence luminance), as well as the area covered by them
(convex hull) were kept constant. Either 18 or 24 dots were displayed in a given trial. Perceived numerosity was further
manipulated by connecting dot pairs with lines to create 9 or 12 dumbbell-like shapes; in the isolated-dots condition the
same lines were displayed in random positions. Participants simply observed the stimuli without performing any task.
Pupil size was significantly modulated by both physical and perceived numerosity. The stimulus-evoked pupil
constriction or dilation was smallest for 18 connected dots, intermediate for 18 unconnected and 24 connected dots
(which have the same perceived numerosity) and largest for 24 unconnected dots. The results suggest that pupil
diameter is spontaneously regulated by the numerosity of an array of bright or dark elements, so more items generate a
stronger response, with luminance kept constant. In addition, perceived rather than physical numerosity drives these
pupillary responses. There is much evidence to suggest that numerosity is a spontaneously encoded basic visual
feature. Our results further show that even without an explicit task, perceived numerosity of an array of elements drives
measurable automatic responses not subject to voluntary control: pupil size changes.

Acknowledgements: This research has received funding from the European Union’s Horizon 2020 research and innovation
program under the Marie Skfodowska-Curie grant agreement no. 885672 — DYSCEYE-7T and from the European Research
Council (grant agreement no. 801715 — PUPILTRAITS and no. 832813 — GenPercept).
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Watching people decide: decision prediction using heatmaps of reading of a
decision-support document
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Sucheta Ghosh! (sucheta.ghosh@h-its.org), Pamela Wronski2, Jan Koetsenruijter3, Wolfgang Mueller4, Michel
Wensing®; 1Scientific Database & Visualization Group, Heidelberg Institute for Theoretical Studies, HITS gGmbH,
2Department of General Practice & Health Services Research, Heidelberg University Hospital

Introduction: Previous studies show that reading behavior varies with the readers’ Levels of Expertise (LOE) in a task
area. Except for LoE, other factors like acquired information plays a role in this process. In the area of health
policymaking, people read supporting documents to inform their decisions. This leads to a natural question: could it be
possible to predict the decisions based on the reading pattern of the supporting document on top of their LOE? Method:
We collected eye tracker data from a group of people with various LoE. We used the heatmaps as the primary pattern of
reading. These were prepared using the average fixation duration of the individuals. First, we performed a hierarchical
cluster analysis with the pairwise correlation matrix between the heatmaps, to see whether heatmaps as A single feature
were effective to reach our goal. In the second step, we made an ensemble of the features of the reading patterns from
the heatmaps and pupillometric features, and LoE, with the decision made by the participants as an outcome, using
AdaBoost regressor. In this decision-making task, one could choose one among expensive, prudent, and midway.
Result: The first analysis reveals to us that there are a minority number of individuals who read less than the majority
group. This minority group tends to make decisions in the extremities. The result of AdaBoost-regressor, shows us 1. the
LoE is a stronger feature than the patterns of reading to predict the decision to be taken. 2. the pupillometric features are
weaker feature than the reading patterns from the heatmaps for our task. Conclusion: Reading patterns could be useful
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for forecasting a decision, given the LoE of the individual. Heatmaps can be used as both qualitative and quantitative
measures for reading patterns.

Acknowledgements: We thank Klaus Tschira Foundation for funding this study (Project Number: 00.349.2018).

Poster Session A > Eye Movements: Cognition, neural mechanisms > Poster A43

Predicting cognitive performance using eye-movements, reaction time and difficulty
level.
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Marie Arsalidoul2:3 (marie.arsalidou@gmail.com), Valentina Bachurinal:3, Svetlana Sushchinskaya#, Maxim Sharaev4,
Evgeny Burnaev4; INational Research University Higher School of Economics, 2York University, 3Sirius University of
Science and Technology, 4Skolkovo Institute of Science & Technology

Cognitively challenging tasks require complex coordination of information beyond visual input. Predicting accuracy on
such tasks has potential applications in education and industry. Task difficulty is associated with increases in reaction
time and variation in eye tracking indices. Critically, machine learning has not yet been used to predict accuracy on
cognitive tasks with multiple difficulty levels. We report data on 57 (34 females; 20-30 years) participants who completed
visuospatial tasks of mental attentional capacity with six levels of difficulty while their eye movements were recorded
using EyeLink Portable Duo SR Research eye-tracker with 1ms temporal resolution (at 1000 Hz frequency) in remote
head-free-to-move mode. Results show that task accuracy scores can be robustly predicted when all variables (e.qg.,
eye-tracking, difficulty level and reaction time) are considered together (R2 = .80). Reaction time, difficulty level and eye
tracking metrics are also effective independent predictors with R2 equaling .73, .58, and .36, respectively. Analyses for
feature importance suggest eye-tracking indices with the most importance for the models include the number of
fixations, number of saccades, duration of the current fixation and pupil size. Notably, our machine learning algorithms
target a prediction question, rather than a classification one, and the current algorithm can be useful for future research
and applications in other contexts where visuospatial processing is required. Theoretically, findings show common and
distinct metrics that can inform theories of cognition and vision science.

Acknowledgements: Support is gratefully acknowledged from the Russian Science Foundation (#17-18-01047)
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An attentional limbo: Between saliency-driven and goal-driven selection, saccades
become momentarily non-selective.
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Elle van Heusden?! (e.m.van.heusden@vu.nl), Mieke Donk?, Christian N.L. Olivers?l; 1Vrije Universiteit Amsterdam

Both saliency and goal information are important factors in driving visual selection. Previous work has shown that these
processes follow different time courses: saliency-driven selection prevails shortly after the presentation of the onset of
the visual scene, after which goal-driven biases towards task-relevant stimuli take over. Here, we report evidence for an
intermediate period during which eye movements appear to be neither driven by saliency nor by the task goal. We used
a simple selection task in which we presented either a salient target with a non-salient distractor, or a non-salient target
with a salient distractor. Subjects were asked to make a speeded eye movement to the target. In line with previous
findings, we found that short-latency saccades were driven by saliency, whereas long-latency saccades were driven by
task relevance. Strikingly, in between these different selection episodes, we observed a time window of a few tens of
milliseconds during which eye movements were neither driven by saliency nor by relevance. During this “attentional
limbo”, subjects were equally likely to select the non-salient distractor as they were to select the salient target. We show
this for saliency and relevance defined within the same dimension (orientation ) and within different dimensions
(orientation and color). Furthermore, we show that the onset of this period of non-selectivity is modulated by eccentricity.
We hypothesize that during this time window of non-selectivity initial signal processing of the salient and non-salient item
have both completed, thus eliminating the relative saliency effect, while differential goal-driven modulation has not yet
started. In this period, the eyes momentarily rely on information regarding signal presence, without being biased by
saliency and goals.
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The Price of Breaking the Tyranny of Film: The cognitive demand of top-down
processes

View Poster | Visit me in Gather.Town Manatee Room on Saturday 8:00 am - 10:00 am EDT

Taylor Simonson? (tlsimons@ksu.edu), John Hutson2, Yana Yu3, Shunsuke Kumakiri3, Yoshiyuki Ueda#, Jun Saiki3,
Lester Loschkyl; 1Kansas State University, 2Georgia State University, 3Kyoto University, 4Kyoto University, Kokoro
Research Center

Film-viewers’ eye-movements seem largely disconnected from their comprehension; eye-movements rarely deviate from
focal narrative elements, regardless of comprehension differences (Loschky et al., 2015; Hutson et al., 2017), termed
the Tyranny of film. This suggests bottom-up film features overwhelm top-down attentional control. However, viewers’
eye-movements did deviate from focal narrative elements when given a task irrelevant to comprehension, suggesting
viewers used volitional top-down control. However, do viewers naturally engage in volitional top-down control during film
viewing or it is too cognitively demanding? Additionally, the role of mandatory top-down attention (e.g., culture) was
investigated. Specifically, does mandatory attention have a role in film-viewing or are the bottom-up film features too
strong? Participants from the US and Japan viewed film clips with different task goals and levels of attentional demand
while eye-tracked. Participants had a primary goal-related task of either watching a film clip for comprehension
(Comprehension Condition) or drawing a map of the film space from memory (Map Condition). Participants had a
secondary task (cognitive load) on half the trials to increase attentional demand. Results show mandatory attentional
selection differences, where Japanese participants were relatively more exploratory during film viewing compared to US
participants. Additionally, we replicated and extended volitional attention effects of goal manipulation (Hutson, et al.,
2017). Specifically, a volitional task irrelevant to comprehension created more exploration in eye-movements compared
to participants who were viewing for comprehension. Finally, evidence shows volitional attention is cognitively
demanding during film viewing; this was only true for our Japanese participants. Exploratory analyses showed US
participants managed their cognitive load by trading off their dual-task paradigm; suggesting a lower cognitive load,
which would explain our lack of an effect for US participants. In sum, the Tyranny of film can be broken, but it comes at
the price of cognitively demanding tasks.
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Transsaccadic peripheral-foveal associations for familiar and novel objects
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Nedim Goktepel, Alexander C. Schiitz1; 1Philipps-Universitat Marburg

The theory of transsaccadic feature prediction (Herwig & Schneider, 2014) postulates that through everyday experience
the visual system implicitly associates foveal and peripheral information corresponding to the same object. Therefore,
peripheral information can be used to predict associated foveal object information for recognition, and foveal information
can be used to predict peripheral information for visual search. Here, we tested whether peripheral-foveal associations
are better for familiar than for novel objects in two different experiments. In both experiments, participants were trained
on a set of novel objects to implicitly associate peripheral and foveal information corresponding to those objects, by
using a sham transsacadic orientation discrimination task. On the day after, observers completed a recognition task to
measure their familiarity with the trained objects. Following the familiarity measurement, participants in the first
experiment performed a 3-AFC peripheral identification task where they needed to pick the foveal target that matched
the briefly presented familiar or novel peripheral probe. Participants in the second experiment performed a transsaccadic
change detection task where a familiar or novel peripheral object was swapped or not swapped with another object
either immediately after the saccade or after a 300 ms blank. We found an advantage of familiar over novel objects in
the peripheral identification task of the first experiment. In the transsacadic change detection task of the second
experiment, we found an advantage for the blank condition, reproducing the well-known blanking effect. More
importantly, we found that intrasaccadic change detection performance with and without blank was better when either
one of the objects was familiar. The advantage of familiar over novel objects in both experiments might be caused by
two mutually non-exclusive effects: improved peripheral recognition of familiar objects and strengthened peripheral-
foveal association for familiar objects.
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Machine learning, eye movements and mathematical problem solving
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Maxim Sharaev! (msharaev@mail.ru), Svetlana Sushchinskayal, Valentina Bachurina2:3, George Taranovl, Evgeny
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Major discoveries in technology and science often rely on mathematical skills. Mathematical knowledge is founded on
basic math problem solving such as addition, subtraction, multiplication, and division. Research shows that problem
solving is associated with eye movements that index allocation of attention. Machine learning has been used with eye-
tracking metrics to predict performance on real-life user efficiency tasks and classic puzzle games. Critically, no study to
date has evaluated eye-tracking metrics associated with mathematical operations using machine learning approaches to
classify trial correctness and predict task difficulty level. Participants (n = 26, 20-30 years) viewed mathematical
problems in three levels of difficulty indexed by 1-, 2-, and 3-digit problems along with four possible answers, while their
eye movements were being recorded. Eye-tracking data were acquired with EyeLink Portable Duo SR Research eye-
tracker with 1ms temporal resolution (at 1000 Hz frequency) in remote head-free-to-move mode. Results show that trial
correctness can be classified with a 0.81 ROC AUC score based on 5 fold cross-validation. Predicting task difficulty level
of each trial was attained with 72% accuracy, which is significantl